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Unit - I

Lesson - 1

LEGENDRE POLYNOMIALS

Objective of the lesson :

* To find a solution of Legendre differential equation in series.

* To project the generating function in a series of Legendre polynomials

* To derive some of the recurrence relations.

* To find the differential and integral representations of the Legendre polynomials.

* To express the derivative of the Legendre Polynomial into a series of Legendre
Polynomials.

* To obtain the associated Legendre Polynomials.

Structure of the lesson :
1.1 Introduction

1.2 Basics of power series solutions

1.3 Solution of Legendre differential equation

1.4 Generating function for  nP x

1.5 Recurrence relation

1.6 Rodrigue's Formula

1.7 Orthonormal property of Legendre polynomials.

1.8 Integral representation of Legendre polynomials.

(i) Laplace's first integral for  nP x

(ii) Laplace's second integral for  nP x

1.9 Christoffel expansion

1.10 Associated Legendre polynomials

1.11 Summary

1.12 Key Terminology

1.13 Self Assessment Questions

1.14 Reference Books
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1.1 Introduction

All the lessons in this unit deal with the solutions of second order differential equations with
variable coefficients. The power series method yields solutions of differential equations in the form
of power series. The solutions 'y' of a given differential equation is assumed in the form of a power
series with undetermined coefficients and the coefficients are determined successively by inserting
that series and the series ofr the derivatives of 'y' into the given equation.

The practical use of this method has in computing values of the solutions and deriving
general properties of the solution and deriving general properties of the solution.

1.2 Basics of Power Series Solutions :

When the function  f x is expressed in the power series

   
0

m

m
m

f x a x 




  ---------- (1)

then the series converges for all x in the interior of the interval, that is, for all x for which x R 

and diverges when x R  and diverges when x R  . The interval may also be infinite in

which case the series is said to converge for all x .

The quantity R is called the radius of convergence of (1); it is the distance of each end point
of the convergence interval from the centre  . If the series converges for all x, then we set R =  .

A function  f x is said to be analytic at a point x  if it can be represented by a power

series in powers of  x  as in (1) with radius of convergence R > 0.

In this connection, an important theorem (without proof) is to be noted.

"If the function f, g and r in the differntial equation

     y f x y g x y r x    ---------- (2)

are analytic at x  , then every solution  y x of (2) is analytic at x  and can thus be represenented

by a power series in powers of  x  with radius of convergence R > 0"

In applying this theorem, it is important to write the linear differential equation in the form (2)

with 1 as the coefficient of y .

A point x  is said to be a singularity of (2) if one or more of the functions, f, g, and r are not

analytic at x  .
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If x  is a singularity of (2) and the product functions  x   f x and    2
x g x both

are analytic at x  , then x  is called as regular singularity. If both or any one of the product

functions are not analytic at x  , then that is said to be an irregular singularity.

If  r x is zero in (2), (i.e.) in the differential equation

    0y f x y g x y    -----------(3)

if x  is an irregular similarity, then it is too difficult to find the series solution of (3). However,,

if it has a regular singularity at x  , then the series solution of (3) can be found in the neighbourhood

of  . In this case, Frobenius introduced a series solution

     2

0 1 2 0....... 0
k

y x a a x a x a          
  --------- (4)

Which is known as a Frobenius series. When k = 0, (4) reduces to the usual Taylor series
which will be a special case of Frobenies series.

The process of finding Frobenius series solution will be applied to all the differential equations
occuring in this and ensuing lessons.

1.3 Solution of Legendre differential equations :

The Legendre differential equation is given by

   
2

2

2
1 2 1 0

d y dy
x x n n y

dxdx
     ----- (5)

There is no singularity at x = 0 so that we can obtain the solution in the form of an ascending
or descending series developed about x = 0.

Let m assume the series solution as

0

k r
r

r

y a x






  , 0a ---------- (6)

  1

0

k r
r

r

dy
k r a x

dx


 


  

and   
2

2

2
0

1 k r
r

r

d y
k r k r a x

dx


 



   

Substituting these values in (5), we have

       2 2 1

0

1 1 2 1 0k r k r k r
r

r

x k r k r x x k r x n n x a


    



           
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or

        2

0

1 1 1 0k r k r
r

r

k r k r x n n k r k r x a


  



             ------ (7)

Since equation (7) is an identity and therefore the coefficients of various powers of x can
be equated to zero.

Let us first equate the coefficient of kx , the highest power of x (by putting r = 0 in (7)) to
zero, there we get

   0 1 1 0a n n k k      , called the indicial equation. Since 0 0a  , thereby

  1 0n k n k    or

k n or  1n  ----------- (8)

Again equating the coefficient of 1kx  to zero, by putting r = 1 in (7), we have

    11 1 0n n k k a      ------- (9)

Since the values of k are fixed by (8), the expression in brackets in (9) cannot vanish and

thus it leads to 1 0a  . Let us now equate the coefficient of k rx  in (7) to zero. We get the recurrence

relation as

  
     2

2 1

1 1
r r

k r k r
a a

n n k r k r


   


     ------- (10)

Case : I When k = n from (8), we have

  
  2

2 1

2 1
r r

n r n r
a a

r n r


   
 

  ------ (11)

Putting r = 2, 3, ....... in (11), we get

 
 2 0

1

2 1

n n
a a

zn






  
 

 
   

  
2

4 2

2 3 1 2 3
1

4 2 3 2. 4. 2 1 2 3

n n n n n n
a a

n n n

    
   

  

 
    

    2 0

1 2 ...... 2 1
1

2.4..........2 2 1 2 3 ..... 2 2 1

r

r

n n n n r
a a

r n n n r

   
 

   
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All the a's having odd suffixes are zero since 1a vanishes.

So the series solutions when k = n is

 
 

   
  

2 4
0

1 1 2 3
........

2 2 1 2.4. 2 1 2 3
n n nn n n n n n

y a x x x
n n n

 
    

   
    

-------- (12)

where 0a is an arbitrary constatn. If 0a is choosen as

 1.3.5...... 2 1n

n


. where n is a +ve integer then the solution is designated as  nP x which is

called Legendre Polynomial.

So,

 
   

 
   

  
2 41.3.5..... 2 1 1 1 2 3

.....
2 2 1 2.4. 2 1 2 3

n n n
n

n n n n n n n
P x x x x

n n n n
 

     
   

    
------- (13)

Case - II : When  1k n  , the recurrence relation among the coefficients has the form

  
  2

1

2 1
r r

n r n r
a a

r n r


  


  ------- (14)

As ra is already shown to be zero, in this case also, only even suffixes of a's will remain

and th esolutions contains a series of positive term as

  
 

    
  

1 2 5
0

1 2 1 2 3 4
......

2 2 3 2.4. 2 3 2 5
n n nn n n n n n

y a x x x
n n n

     
      

    
    

-------- (15)

When the arbitrary constant 0a is choosen as  1.3.5..... 2 1

n

n where n is a +ve integer the

solution is known as

 
 

  
 

    
  

1 21 2 1 2 3 4
.....

1.3.5... 2 1 2 2 3 2.4. 2 3 2 5
n n

n

n n n n n nn
Q x x x

n n n n
   

      
    

     
------- (16)

The most general solution of the Legendre's equation is

   n ny AP x bQ x  ----- (17)

where A and B are arbitrary constants.
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Note : For positive integral values for n, the solutions  nP x and  nQ x have great utility. Then

 nP x is called Legendre polynomial, while  nQ x is an infinite series.

Example (1) : Evaluate the values of        0 1 2 3, , ,P x P x P x P x and  4P x .

Solution : We know the Legendre polynominal  nP x as given by (18) for +ve integral values of n.

Putting n = 0, 1, 2, 3, and 4, we get

 

 

 

 

   

0

1
1

2 0
2

2

3
3

3

4 2
4

1
1

1
1.3 2.1

2 2.3

3 1
(18)

2
1.3.5 3.2

3 2.5

5 3

2
1

35 30 3
8

P x

P x x x

P x x x

x

P x x x

x x

and P x x x


 


  


      

 
         


      

 

  


(Other terms vanish)

Note : Remember that  nP x is a polynomial of order n.

Example 2 : Express   3 25 6 8 4f x x x x    as a linear combination of Legendre polynomials.

Solution : Since we know that the Lengendre polynomial  nP x is order n and since the given

function  f x is a third order polynomial, we can write

  3 2
0 0 1 1 2 2 3 35 6 8 4f x x x x C P C P C P C P       

   
2 3

0 1 2 3

3 1 5 3
1

2 2

x x x
C C x C C

    
      

   

Since we know 0 1 2, ,P P P and 3P as given in (18)

Now equating the coefficients of like powers of x on both sides, we have

35
5

2

C
 or 3 2C 
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23
6

2

C
 or 2 4C 

3
1

3
8

2

C
C   

1 5C 

2
0 04 6

2

C
C C    

So the given  f x , can be written as

  3 2 1 02 4 5 6f x P P P P   

1.4 Generating function for  nP x :

Q : Show that  nP x is the coefficient of nh in the expansion of  
1

2 21 2xh h


  .

OR

Show that  
1

2 21 2xh h


  is the generating function of the Legendre Polynomial  nP x .

Solution : We have

   
1 1

2 2 21 2 1 2xh h h x h
 

      

     2 32 31 1.3 1.3.5.
1 2 2 2 ....

2 2.4 2.4.6.
h x h h x h h x h       

 
 

1.3.5.... 2 1
2 ......

2.4.6......2

nnn
h x h

n


  

(by Brinomial expansion)

The coefficient of nh in this expansion

     
 

   
1

21.3.5..... 2 1 1.3.5.... 2 3
2 2 1

2.4.6.....2 2.4.6..... 2 2

nn

C

n n
x x n

n n

 
  

 +
 
 

   
2

41.3.5.... 2 5
2 . 2 ......

2.4.6..... 2 4

n

C

n
x n

n






(the terms are obtained by collecting the coefficients from the term containing

    112 , 2 , ....
n nn nh x h h x h etc

  in the expansion).
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   
 

   
  

2 41.3.5..... 2 1 1 1 2 3
....

2 2 1 2.4. 2 1 2 3
n n nn n n n n n n

x x x
n n n n

 
     

   
    

=  nP x

or    
1

2 2

0
1 2n

n
n

h P x xh h



   ------ (19)

Corollary : To show that  1 1nP 

We know that

 
1

2 2

0

1 2n
n

n

h P x xh h




     

Put x = 1,    
1

12 2

0

1 1 2 1n
n

n

h P h h h
 



       

21 ......h h   

Equating the coefficient of nh on both sides, we get

 1 1nP  for all n.

1.5 Recurrence relation :

(1) : Show that

         1 22 1 1n n nn P x n x P x n P x    

Proof : We know that

   
1

2 2

0
1 2 n

n
n

xh h h P x



    --------- (19)

Differentiating w.r.t. h, we have

     
3

2 12

0

1
1 2 2.

2
n

n
n

xh h h x n h P x





     

or

       2 1

0 0

1 2n n
n n

n n

x h h P x xh h n h P x

 

    

Equating the coefficient of 1nh  on both sides,
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             1 2 1 22 1 2n n n n nx P x P x n P x x n P x n P x        

(or)          1 22 1 1n n nn P x n x P x n P x     ------------ (20)

(2) : Show that        1 1 1 2n n n n nP x P x P x x P P x  
      

Proof : We know that

 
1

2 21 2xh h


  =  
0

n
n

n
h P x


 ---------- (19)

Differentiating (19) w.r.t. to x, we get

     
3

2 2

0

1
1 2 2

2
n

n
n

xh h h h P x




     

or      2

0 0

1 2n n
n n

n n

h h P x xh h h P x
 

   

Equating the coefficient of nh on both sides,

       1 1 22n n n nP x P x x P x P x  
    

or        1 12n n n nP x P x x P x P x 
     ---------- (21)

(3) : Show that        1 12 1 n n nn P x P x P x 
   

Proof : We know the recurrence relation

         1 22 1 1n n nn P x n x P x n P x     -------- (20)

and        1 12n n n nP x P x xP x P x     

or        1 1 22n n n nP x P x x P x P x  
     -------- (21)

Differentiating (20), we have

             1 1 2
2 1 2 1 1n n n n x

n P x n P x n x P x n P  
        ------ (22)

Formation of     2 1 21 2 22m    gives

                     1 1 2 22 2 1 2 2 1 2 1 2 1 2 1n n n n n nn P x n P x n P x n P x n P x n P x   
            

or        1 22 1 n n nn P x P x P x 
   

or        1 12 1 n n nn P x P x P x 
    --------- (23)



Legendre Polynomials10M.Sc. PHYSICS

(4) : Show that 1n n nn P x P P   

Proof : We know that

   
1

2 2

0
1 2 n

n
n

xh h h P x



    --------- (19)

Differentiating w.r.t. to h, we get

     
3

2 12

0

1
1 2 2 2

2
n

n
n

xh h x h nh P x






      

or     
3

2 121 2 n
nx h xh h n h P x


    ---------- (24)

Again differentiating (19) w.r.t. to x, we have

     
3

2 2

0

1
1 2 2

2
n

n
n

xh h h h P x




     

or    
3

2 2

0

1 2 n
n

n

h xh h h P x




    ---------- (25)

Now on dividing (24) by (25), we obtain

 
 

1n
n

n
n

n h P xx h

h h P x







or      1n n
n nx h h P x h n h P x  

on equating the coefficients of nh on both sides

we get      1n n nn P x x P x P x
   ---------------- (26)

(5) : Show that

    11 n n nn P x P x P
    ------------------ (27)

Proof : By adding the recurrence relation (21) and (26), we get the above relation
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1.6 Rodrigue's formula : Differential representation of  nP x

Show that  
 2 11

2

n
n

n n n

d x
P x

n dx




Proof : Let  2 1
n

y x  ------------- (28)

 
1

2 1 2
ndy

n x x
dx


  

or    2 21 1 2 2
ndy

x n x x n xy
dx

    ------- (29)

Differentiating (29) (n+1) times by Leibnitz's theorem, we get

     
2 1

2 1 1
1 22 1

1 2 2
n n n

n n

n n n

d y d y d y
x C x C

dx dx dx

 
 

 
  

1
1

11
2 .1

n n
n

n n

d y d y
n x C

dx dx






 
  

 

(i.e.,)      
2 1

2

2 1
1 2 1 1

n n n

n n n

d y d y d y
x n x n n

dx dx dx

 

 
      

1

1
2 2 1

n n

n n

d y d y
nx n n

dx dx




  

or      
2 1 1

2

2 2 1
1 2 2 1 1 0

n n n n

n n n n

d y d y d y d y
x x x n n n n

dx dx dx dx

  

  
       

(i.e.,)    
2 1

2

2 1
1 2 1 0

n n n

n n n

d y d y d y
x x n n

dx dx dx

 

 
    

or    
2 1

2

2 1
1 2 1 0

n n n

n n n

d y d y d y
x x n n

dx dx dx

 

 
     ----------- (30)

Putting
n

n

d y
V

dx
 in (30) gives

   
2

2

2
1 2 1 0

d V dv
x x n n V

dxdx
     ------------- (31)

Which shows that V is a solution of Legendre equation.

Hence  
n

n n

d y
P x cV c

dx
  where c is a constant. ------- (32)
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To find c, put x = 1 in both sides of (32)

(i.e.,)  
1

1 1
n

nn

x

d y
c P

dx


 
  

 
------- (33)

Again      2 1 1 1
n n n

y x x x    

Differentiating both sides n times by Leibnitz's theorem, we get

 
   

    
 1

1

1 1

1 1 1
1 1 ....... 1

n n nn n nn
n n n

n n n n

d x d x d xd y
x n n x x

dx dx dx dx




 

  
      

Now putting x =1 in the above equation, all the terms in RHS except the last vanish since
each term contains the factor (x - 1).

Also
 1

2

nn n
n

n n

d x d y
n n

dx dx

  
   

 
............. (34)

Hence from (33) and (34), we get

 2 1n n c  or
1

2n
c

n


Now from (32), we get

 
 2 11 1

2 2

n
nn

n n n n n

d xd y
P x

n dx n dx


 

Note : One can find values of      0 1 2, , ,.......P x P x P x etc., from Rodrigue's formula

1.7 Orthonormal Property of Legendre Polynominals :

To prove that

(a)    
1

1

0m nP x P x dx


 if n m Orthogonal property

(b)  
1 2

1

2

2 1
nP x dx

n

      if n = m Normalization property.

Proof : (a) Legerdre's differential equation can be written as
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   21 1 0
d dy

x n n y
dx dx

 
    

 
----------- (35)

Since  nP x and  mP x are solutions of (35), we have

   21 1 0n
n

dPd
x n n P

dx dx

 
    

 
--------- (36)

and    21 1 0m
m

dPd
x m m P

dx dx

 
    

 
------- (37)

Simplifying    36 37m nP X P X   , we get

       2 21 1 1 1 0n m
m n n m

dP d Pd d
P x P x P P n n m m

dx dx dx dx

   
             

   

Integrating above within given limits, we get

   
1 1

2 2

1 1

1 1n m
m n

dP dPd d
P x dx P x dx

dx dx dx dx 

      
         

      
  

1

1

1 0n mn m n m P P dx


    

Integration by parts gives us

       
1 11 1

2 2 2 2

1 11 1

1 1 1 1m n m n n m n mP x P P x P dx P x P P x P dx
  

                  

  
1

1

1 0n mn m n m P P dx


    

(i.e.,)   
1

1

1 0m nn m n m P P dx


   

or    
1

1

0m nP x P x dx


 if m n ----------------- (38)

(b) : We know that    
1

2 2

0
1 2 n

n
n

xh h h P x



   

Squarring both sides, we get

       
1 22 2

0 0
1 2 2n m n

n m n
n n

xh h h P x h P x P x
 



 

      
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Integrating w.r.t. x between the limits - 1 to +1,

we have      
1 1 122

2
0 01 1 1

2
1 2

n m n
n m n

n n

dx
h P x dx h P x P x dx

xh h

 


   

       

or    
11 22 2

1 0 1

1
log 1 2

2
n

n
n

xh h h P x dx
h



  

            from (38)

(i.e.,)      
1 222 2

0 1

1
log 1 log 1

2
n

n
n

h h h P x dx
h



 

            

or      
1 22

0 1

1
log 1 log 1 n

n
n

h h h P x dx
h



 

           

(i.e.)  
2 4 2 1 22

0 1

2 1 ......... ......
3 5 2 1

n
n

n
n

h h h
h P x dx

n



 

 
            

Equating the coefficient of 2nh on both sides, we get

 
1 2

1

2

2 1
nP x dx

n

      ---------- (39)

Both (38) and (39) can be combinedly written as

   
1

1

2

2 1
m n mnP x P x dx

n







1.8 Integral representation of Legendre Polynomial :

(i) Laplace's first integral for  nP x

Show that   2

0

1
1cos

n

nP x x x d


 


      
n being a +ve integer -------- (40)

Proof : We know the standard integral

2 20 cos

d

a b a b

  




 
if a b --------- (41)

on putting 1a xh  and 2 1b h x  is (41), we get
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 
1

2 2

20

1 2
1 1 cos

d
xh h

xh h x

 





  

  

or    
1 1

2 22

0

1 2 1 1 cosxh h h x x d


  
          

-------- (42)

If h is small so that  2 1 cos 1h x x    , then

 
1

2 2

0

1 1cos 1 ..... n

n

h x x t t t




           

where  2 1 cost h x x   

 42 becomes

   2

0 0 0

1 cos
n

n n
n

n n

h P x h x x d


  
 

    

Equating the coefficient of nh on both sides

   2

0

1 cos
n

nP x x x d


     ----------- (40)

(ii) Laplace's second integral for  nP x :

Show that   1
0 2

1

1cos
n n

d
P x

x x

 





 

  
  

------------- (43)

Proof : We know the standard integral

2 20 cos

d

a b a b

  




 
if a b ------------ (41)

Putting 21, 1a hx b h x    and 2 2 21 2a b hx h    in (41)

We get
 

1
2 2

20

1 2
1cos 1

d
xh h

x x h

 





  

     
--------- (44)
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If h is large so that  2 1cos 1x x h   , then both sides of (44) can be expanded in

descending powers of h

(i.e.)

1

2

2
0

2 1
1

1

d x

t h h h

  


 
      

where  2 1cos 1t x x h   

(i.e.,)  
1

00

1 1 1
1 nn

n

d P x
t t h h

 






 
    

 

or  1 1
0 00

1 1
nn n

n n
d P x

t h



 
 

 
 

(i.e.)  
 1 1

0 00 2

1 1

1cos
nn n

n n

d
P x

h
x x h

 




 
 

 
  
  

Equating the coefficients of 1

1
nh  on both sides, we get

  1
0 2

1

1cos
n n

d
P x

x x

 





 

  
  

----------- (43)

1.9 Christoffel's Expansion :

Show that

     1 3 52 1 2 5 2 9 .....n n n nP n P n P n P  
        ------------- (44)

the last term being 13P or 0P according as n is even or odd.

Proof : We have the recurrence relation

  1 12 1 n n nn P P P 
    -------------- (23)

Similarly   1 22 1 n n nn P P P 
   
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or   1 22 1n n nP n P P 
   

   1 3 42 1 2 5n n nn P n P P  
      

     1 3 5 62 1 2 5 2 9n n n nn P n P n P P   
        

When n is even

     1 3 5 22 1 2 5 2 9 ......n n n nP n P n P n P P  
       

     1 3 5 12 1 2 5 2 9 .... 3n n nn P n P n P P          0

0

1
0

P
P
 

   



the last term being 13P .

Again when n is odd,

     1 3 5 32 1 2 5 2 9 .....n n n nP n P n P n P P  
        

       1 3 5 2 12 1 2 5 2 9 .... 5n n nn P n P n P P P  
        

   1 3 02 1 2 5 .....n nn P n P P        1 1 0, 1P x P P  

thus the expansion (44) is proved.

(3) : Prove that

   
1 2

1

1nP dx n n


   ---------- (45)

Solution : We have the Christoffel expansion

     1 3 52 1 2 5 2 9 ......n n n nP n P n P n P  
        (44)

the last term being 13P or 0P according as n is even or odd.

         
1 1 12 22 2

1 3
1 1 1

2 1 2 5 ........n n nP dx n P dx n P dx 
  

       

the integral of the product of different P's vanishes in view of the orthogonal property (38)

So    
 

 
 

1 2 2 2

1

2 2
2 1 2 5 .......

2 1 1 2 3 1
nP dx n n

n n

     
    by equation (39).
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   
2 22 2

2 1 2 5 .....
2 1 2 5

n n
n n

    
 

   2 2 1 2 5 .....n n      

In this, if n is even, the last term will be  
1 2

1
1

3P dx

 which is equal to

2
9. 6

2.1 1




So where n is even,

     
1 2

1

2 2 1 2 5 .....3nP dx n n


        

This series is in AP of
2

n
terms having first term  2 1n and last term 3 so that

no of terms
sum =

2
[ 1st term + last term]

So      
1 2

1

1
2. 2 1 3 1

2 2
n

n
P dx n n n



        

Again when n is odd, we have

     
1 2

1

2 2 1 2 5 ....... 1nP dx n n


         

   
1 1

2 2 1 1 1
2 2

n
n n n


      

Thus    
1 2

1

1nP dx n n


   for all +ve integral values.

1.10 Associated Legendre Polynomials :

If the Laplace equation

2 2 2
2

2 2 2

v v v
0V

x y z

  
    

  
is transformed from cartesian coordinates to spherical polar

coordinates by means of the relations sin cos , sin sin , cosx r y r z r       , we obtain, after a

lengthy but straight forward reduction.
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2 2 2
2

2 2 2

v v v v 1 v
sin 2 sin sin cos 0

sin
r r

rr
   

  

    
    

   
---------- (46)

Any solution  , ,V r   of Laplace equation (46) is known as a Spherical Harmonic.

In an attempt to solve (46), we assume a product solution      , , ,V r R r G    .

Substituting this in (46) and rearranging the terms, we get

2 2 2

2 2 2

2 1 1r R r R G Cos G G

R G G Sin G Sin



   

     
    

  

This relation can hold only if the common value of these two expressions is a constant. For

the sake of convenience, we write the constant as  1n n . Thus we have

 2 2 1 0r R rR n n R     -------- (47)

 
2 2

2 2 2

cos 1
1 0

sin sin

G G G
n n G



   

  
    

 
---------- (48)

Can interest lies with the solution of (48) which are known as surface harmonics.

In (48) we substitute      1 2,G G G    .

We find, after rearrangement of term,

 
 

 
 

 
 
 

1 1 22 2

1 1 2

sin sin cos 1 sin
G G G

n n
G G G

  
   

  

  
    

Taking the common constant value as 2m , we have pair of equations as

2
2 2 0G m G   ----------- (49)

 2 2 2
1 1 1sin sin cos 1 sin 0G G n n m G           ------ (50)

This equation (50) is known as the associated Legendre Equation. But the usual form

can be obtained by putting cosx  . Thus on substitution and simplification, (50) can be written as

   
2 2

2 1 1
12 2

1 2 1 0
1

d G dG m
x x n n G

dxdx x

 
      

 
------(51)

which is the algebric form of the associated Legendre differential equation.
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Further, putting    2 2
1 1

m

G x y   , the equation (51) is transformed to

       21 2 1 1 1 0x y m xy n n m m y            -------- (52)

On differentiating (52), we have

         21 2 2 1 2 1 1 1 0x y x m x y m n n m m y                   

or         21 2 2 1 1 2 0x y m xy n n m m y             --------- (53)

Obviously if y satisfies (52) for m, then
dy

dx
satisfies (52) for (m + 1) as can be seen by (53).

Again for m = 0, (52) becomes Legendre's equation and hence
 m

n

m

d P x
y

dx
 satisfies (52).

     2 2
1 1

mm
n

m

d P x
G x

dx
  

 m
nP x is the solution of (51)

or      2 21
mm

nm
n m

d P x
P x x

dx
  ----------- (54)

are called the associated Legendre Polynomials or associated harmonics of mth order and
nth degree.

Equation (54) gives a relationship between the associated Legendre polynomial  m
nP x and the

Legendre Polynomial  nP x . This facilitates to derive recurrence relations and other relations for

the associate Legendre polynomials.

(4) : Starting with the Legendre differential equation for  mP x , derive the differential equation for

assocaited Legendre polynomials  n
mP x .

Solution : Legendre differential equation for  mP x is

   21 2 1 0m m mx P x P m m P      -------- (55) where m is a +ve integer..

Differentiating this equation n times with the help of Leibnitz formula, we get

      21 2 1 1 0x u x n u m n n m u         ------ (56)
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where
 n

m

n

d P x
u

dx


Now Let      2 2v 1
n

x x u x 

   2 21
nn

m

n

d P x
x

dx
 

Then we have

 2 2

2

v
v 1

1

nnx
u x

x

 
    

 
and

 

 
 

2
2 2

2 2 22

2 v2 v v
v 1

1 1 1

nn n xnx n
u x

x x x


 

      
   
 

Substituting these values in (56), we get

   
2

2

2
1 v 2 v 1 v 0

1

n
x x m m

x

 
       

 

Which is the Associated Legendre differnetial Equation

(5) : Express the electrostatic potential between two electric charges, at a distance d apart as a
series of Legendre polynomials.

Solution : The associated electrostatic potential between two electric charges at the distance d is

proportional to
1

d
(i.e.,)

k
V

d
 . Where k is an appropriate constant. Let the two charges have the

position vectors r̂ and R̂ as shown in the Fig.1.



d̂

r̂

R̂

Fig. 1
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The distance between them is

1
2 2 2ˆ ˆ 2d R r R Rr Cos r      

1
2 2

2
1

r r
R Cos

R R


  
    

   
.............. (57)

1
2 2

2
1 cos

k r r
V

R R R



  

     
   

---------- (58)

For ˆr̂ r R  , we may take the change of variables as
r

h
R
 and cos x  .

 58 becomes

1
2 21 2

k
V xh h

R



    

  n
n

k
P x h

R
 

Which is a series of Legendre functions known as the expansion of the generating function.

1.11 Summary :

The entire lesson consists of finding the solution in series of the Legendre differential equation
and its properties. Prior to this, some basics to arrive at the power series solution of the differential
equation are given.

The generating functions, from which a series of Legendre polynominals can be written, is
given. With this, several recurrence relations are derived.

Then the differential representation (Rodrigue's formula), integral representation such as
Laplace first integral and Laplace second integrals have been derived.

Orthonormalization codition of the Legendre polynominals and the Christoffd expansion of
the derivative of the Legendre polynomial in a series of Legendre polynomials are derived.

The associated Legendre polynomials have been explained and its relationship with the
Legendre polynomials is obtained.
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1.12 Keyterminology :

Power series solution - analytic - singularity - Frobenius series - indicial equation - Legendre
polynomial - Generating function - Rodrigue's formula - Laplace integral - Christoffel Expansion -
Associatd Legendre polynomials

1.13 Self Assessment Questions :

1. (a) Show that  nP x is an even function of x when n is even and is an odd function of x

when n is odd.

(b) Prove that        2
11 n n nx P x n P x x P x

    

2. (a) State and prove Rodrigue's formula.

(b) Express 4x as a series in Legendre polynomials.

3. (a) Prove          1 22 1 1n n nn P x n x P x n P x    

(b) Show that    
1

1 2
1

2

4 1
n n

n
x P x P x dx

n







4. (a) Show that      1 .
n

n nP x P x   (Hint : use generating function)

(b) Prove that  
1

1

0m
nx P x dx



 for m < n (Hint : use Rodrignes formula)

5. By differentiating the generating function for the Legendre polynomials, show that all

even order derivatives of  nP x vanish at x = 0, if n is odd and that all odd order

derivatives vanish at x = 0 if n is even.

1.14 Reference Books :

1. B.D. Gupta - "Mathematical Physics" Vikas Publishing House, 1980

2. E. Kreyszig - "Advanced Engineering Mathematics" Wiley Eastern Pvt. Ltd., , 1971

3. P.P. Gupta, R.P.4S Yadav and G.S. Malik "Mathematical Physics" Kedarnath Ramnath,

Meerut, 1980.
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2.L lntroduction :

The most important of allvariable coefficient differential equations is Bessel's
differential equations. This arises in a great variety of problems, inctuding almost all
applications involving partial differential equations, such as the wave equation or the heat
equation.

As a presequete to Bessel functions and many other fbrthcoming lessons, beta and
gamma functionsare to be dealt forthwith.

& Definition of beta and gamma functions : 
.

Under the s{udy of Definite Integrals, we come across two very important
integrals known as Eulerian Integrals which are of the type

J*'-' (l-x)n-' d*.and 
fe-* xn-rdx,

where the quantities m and n are supposed to be positive:

The first Eulerian integral is generally known as Beta Function and defined as
d

f(m,n) = J*'-' (l-x)n-' dx where m and n are positive.

f(n) =

ft

The second Eulerian integral is known as Gamma Function and is defined as

f e-* x"-' dx,lwhere n is positive.

I-(n+l) = n I-(n)

In order to prove this relation, let us consider the integral'

l€

J.-^ lt" dx = f(n+l).

Integrating it by parts taking e-" as second functioh, we gdt

fe-- x" dx / i

ff-rc
= [-"-^ *".["- n J -e * 1"-' 

O*

= n f-e-* xn-r dx,

f(n+l) = nl'(n) !

..........(r)

'3)
From (1) it is evident that if"the value.of r(n) is known forh between two successive



positive integers, then the value I-n for any positive value of n can be written as

I-(n) = 
I'(n+l)

n
..........(2)

lf .:1<n<0 then (2) gives rn , since n+1 is positive. As such, the value rrf f n may be

determinedif -2<n<-1 sincethen r1n+l) ontheR.H.S.of (2)isknown. Similarly rn maybe

determined when -3<n<-2 and so on so forth.

Hence rn = fe-- x"-' 6* = f011) 
define fn completelyforallvalueof nexcept

n = 0, '1,'2, -3,...........

Now replacing n bY n-1 in (1) we get

fn = (n-l) f(n-l)

Similarly t(n-l) = (n-2) I-(n-2) etc.

Hence (1) yields

I-(n + l) = n(n - l) (n -2)."""" 3'2'l f (l)

But by tlefinition r (l) = J'e-' dx = [-'-*]; = t

f(n+t) = n(tt-l)(n- 2)""""3'2'l = I-(n) """"" (3)

provided n is a Positive integer

Putting n=0 in (3) we get

f(1)=0! =l

f(l)=1

Also if we put n=0 in i2), then we find

'.' 0! =l

......(4)

......(5)f(o)=I1l)=-

By repeated application of (2), it may be showrr that the gamma function b'ecomes

infinite when x is zero or any negative integer i'e',

f (-n) = c ...... (6)

when n=0 or a Positive integer'

But the function has finite value for negative values of n which are not integers.



/r\& THE VALUE oF .[;J

We have by definition

f n = fe-^ x"-' dx, n>0

Putting * = d, i.e., dx = 2d dd , we get

f (n; = 2 f qt'-t ,-d' d/

I

when n=r, this yields,

.[;) = zf e-o' ap

Suppose I=f"-d',Jd

Putting / = )V,, so that dd = ,l dw

Wehave I - fe=i'v'..Idv

Multiplying both sides by ,-',, we find

I. e-n' = f .-r,tt*v,r . l, dry

lntegrating both sides w.r.t. s. within the limits 0 to oo ,

I J-e-^' dl = f f.=^"'-'",1.d).dy

r fe*'de = ff ; +#]: drv

t' = +J;#,= )frnn-' vf =

.......". (7)

.\
ln n

-.- 
3 

-.2 2 4',



r-' I- f"-*'a.o={,*Jo2

From (7) and (8), we get

=G

I
Now putting n = -; in (8), we find

{-f =+ =
\ -/

2

-( 3 ) '(-;)Similarly '[-;J = ]

-2J; by (e)

.11
= -it-zJb = af etc.

(8)

(e),[1) = ,.G\2) 2

(10)

........(12)

(13)

(1 1)

The graph of rn may be shown .as below under the definition that the function

becomes continuous function of n excelt-when n=0 or any negative integer.

2.5, TRANSFORMATION OF GAMMA FUNCTION
I

By definition

f(n)= fe-^x"tdx

Putting x = Iy, dx = ). dy in (12) we get

f(n) = Jl"-^t In yn-' dy

or !(l) = f"-u yn-,dy.
l"n J0

lf we put e-* = y in (12) then we get

p (. l)"-'ldy= ['[rorl]"-'c,=-J,y[,"rtj t ro( _v)r(n) (14)



t-| "' "=log1L -v

Again if we write 1= yrl" in (1

f(n) = *f.

= f [r-r' "ay.
nJo

n F(n) = f(n +l) = fe-Y""dv

COROLLARY. tf we reptace n OV * in (1S), we find

| -(l r'
;t[t,j = Jo^"-" dr,

which is the same as (7).

TO SHOWTHAT, f(m,n) = f(n,m)
By definition

g(m,n) = f *'-' (l-x)n-r dx.

Replacing x by 1-x, we get

F(m,n) = ff r_x)m-r {l_(l_x)}"i (_dx;

t'l= Jo(x)"-' (l-x)'-r dx

= f(n,m),"

v
Substituting 

I + v for x, we have

an<, o-=*[-i)o' = -i*]
2) we get

-.v' r' (y)(n-r)/n. 1r;(r-n)rn6,

I o*= * vt'-""" dv]

.........(15)

2.6.

?J-



f(m,n) =

Also, since f(m,n) = P(n,n) ,

-' t- tl+v)-v
['*.-'6 _ x)n-r dx I ... A* = ]---fl-r dy
Jo'- I (l+ y;-

l€ vt-' I dy

Jo 1l+9'-' (l+yltr I (l+y):

rn-l
fYau
Jo 1l + y).*n

l-x= t Il+yl

(16)

..........(17)

&
pQn,n) = **

From equation (13), we have

!g = [.-''' x"'-r dx,
)t"* Jo

f/ - ,,. -irI-m = .lu 
t"t a-^^ x't-' dx.

Multiplying both'sides by .-'' r''-' and integrating w.r.t. tr within the limits 0 to oo 
,

we get

(18)

1.9'

r,n f e-'

or
nt-r 6* by equ. (13)

by definition.

COROLARRY. lf we Put lr+n = 1 in



fm fn = J-r1m + n; .

we have I-m t'(l - m) = f # o-

fi

X 
nl-l

___-=_ dx
(l + x)-*n '

l'.' ri = ll

sln m?r
(standard integral).

f+ =G.

2,9

IY=-,
X

Jlffiot=f;#o*+J'.""" 6'

Replacing r by ;, we get

I.1 =r,
2

[1] Toshowthat

I, ffio'= f###'. =

we know that

P. vt-l| " dv-
.rr 1l+ y)n'*n

fffio'=[fr*o,.Jl#.,
SubstitutinO I tor y in the second integral on R.H.S., we get

l,-l'.l"'-'tilr
Idy=-jdx

x-

(1e)



t2l

rr x n,_l * *n_, 
d*f(m,n) = Joffi.*,,

lf we substitute f tot x, we. get

p x*l dx = a.bn 1- 
y*l dy

Jo 1l+x)*n Jo 1ay+b)*n

r- x'-r 5 = =!t fn, bv (16) and (18).since Jo 6 * *y." I-(m + n)

a, bn t- y*-'. di 
=Jo (ay + b)'.*n

[ ... change of variable variablg does not
change the value of integrall

I-m fn
f(rn +n) ........ (20)

I-m Fn
f(m+n)

r@ vt-l dx
l_L--
Jo Iqv+h)m*n

Fm fn
(ay+b)**n a' bn f(m+n)'

COROLLARY. Substituting y = tanz e , this relation transforms to

lzrz sin2m-l e cosz"-t 0 d0 fm fn
S (u sinz 0 + b cos2 fl**n 2 a' bn F (m+n)'

t3] lf we put x = sin2 0, we get

f x'-t.tt-x)n-r dx = Z Jl"rin'r'-trdcos2(n-t) 
0sin0cos0d0

(.' dx = 2sin d cos 0 dA)

f t rn 
= z fl.'iinr,n-ig .orzn-'0 sin 0 cos 0 d0Or f trn*n) - Jo' "^"

.: f 'linr' ,e,coJn 0 dg = ,ffi ....-:.-,r (ae.

coRoLLARY. Replacing 2m-1 by p and 2n-1 by q, this relation



....:.....(22)

t4l

fo'',^'^-' o coszn-t a do =

Now if we put 2n=1, we have

)cosqo-= t?:[(#)
&lt-l

\2)
Putting p=0 and Q=0 in succession, we get

Jo'?,o,'),de=184 aa., f,'?,ino)pde= 
t[f). o

zr(;.,) and ,.F t

Byputting x=sin2e in ffi = I*'-'(l-x)n-rd0

We have just provedthat

f 
osin"-'s 

ot = f 
rm

44)
Again putting rn=n in (1), we find

Jl 
oein"-'g 

cos2'-'o do = ffi
or #ffi= #Jlosin,'-,2ode

= # Jluin"-'e de put

= #. zf tin"'e dE

I.m Fn

2 f(m+n)'

t..

20=e,

............. (21)

............ (23)

2 sin 0 cos 0 = sin 20]

l':
d0 =i do

2

t.' sin (n -9) = sin,pJ

(Prop. of definite integrat)

............. (24)

rin _ 22^-2 (l-m)2
Jo sin"-'Od0 = ffi



From (23) and (24) it is obvious that

2z'-z 1fl-r?r Fnr G
r(r"t) =;;It

| )l\ -/

( tl -l-or rm r[ 'n*; J = ffi re^t .

\ zt

This maY also be Put in the form

(25)

2.10. BESSEUS EQUATION, FUNCTIONS AND POLYNOMIALS

tAI Series Sotution of Bessel's Differential Equation'

This equation is of the form

q.lg.f'-4], = 0. ............(26)dx2 x dx [ *',/ '

There is singularity at x=0, and this is a removable singularity and hence the given

equation may be solved by the method of series integration.

In order to integrate it in a series of 'ascending powers of x, let us assume that its

series solution is

r(2m) = #r^.(-.;)

y = Iu, *n*'.
r=0

E = ia,tt +r; xk*'-r 
,dxA

* = i.u, (t + r)(k +r- l; xk*'-2
dx- A

Substituting these values in (26)' we get

- [ | vr 
/ 1r -l

F.ltr.+r)(k+r-l) xk+r-2 +lrn*r) xk+r-i .It-51***'[", = 0

-t x I x') I
r=u I

ik,n+r) (k+r-l) + (k+r) - n2) *k+r-2 + x**']a, = 0



........... (27',)

The relation (27) being an identity, let us equate the coefficients of various powersr=0 in (27), we have the indicial equation

il'.. ror Zt{tt+r)' - nz} xk+r-r + xk-'ja, : g
r=0

(k2-n2)a,, = 0.

Being the coefficient of first term, a,, * 0 .

.k2-n2=0, 
i.e., k=+n.

2.4 (2n + 2) (2n + 4) ,

Now equating to zero the coefficient of *r.-r by putting r=1 in (27), we get

, kt*l)2 - n2|a, - o

But from (28), 1t + l)2 .- n2 * 0 :., , ... or = 0

Equating to zero the coefficient of generalterm, i.e., *k*, tn (27),we find

ftt*. +z)2 -nr.lo,-, *o, = Q

oa=- u' 
=

4 (2n+4)

Er,=- uo 
=' 6 (2n+6)

(28)

...........(2e)

ao

3.:,. = -
(-l)'au

2.4.6......2r "(2n+2) (2n++y..._.-12n ala .

2.4.6 (2n+2) (2n+4) (2n+6)

Hence the series solution is



,=uo[*"
*n+2

-+

X 
n+l

2 (2n + 2) 2.4 (2n + 2'1 (2n + 4)

[ *2 xo- -n lr---2- roo ^ l' 2(2n+2)' 2'4(2n+2)(2n+4)

l
(-1)'xt' .l

t
r=0

(-l)' xt'
= SoXn (31)

2', (r)! 2' (n+l)....... (n +r)

lf ao = t+;', this solution is called os J"(x) '

(-l)' *"
Thus Jn(x)=-;* tm;# (n+r)2n f(n+l) '322' 

1r7t (n+l)(n+2)...'...

(32)
o | - 1n+2r

= I t-tl'1:;
r=0 \-/

Gasell. When k=-rt.

The series solution is obtained by replacing n by -n in the value of J"(x), hence, we

get

o /"\-n*zt I
J-n(x)=Ir-tl'.1 *l (33)

76 \z) 'r!f(-n+r+l)

The completion primitive of Bessel's equation is

AJ"(x)+BJ-"(x),

Wherenisnotaninteger,A,Bbeingtwoarbitraryconstants.

COROLLARY. Bessel's equation for n=0 is

d'r*I9r*u=o
dxz x dx

rnrr riion hv the same bdbstitution y = iu' *'*' (as above) is obtained to
Its series solution by the same suoslllutlon r 

r=0

be

y=Bo('*.*-#. 
J



lf a,, = t , this solution is denoted by J,,1x; , i.e.,

J"(x) is called Bessel's function of the first kind of order n.

J" (x) :

)t'J"1x)

............ (35)

............ (36)

where J,,(x) is called

In fact Jo(x) is that solution of Bessel's equation for n=0, which is equal tounity for x=0.

Notii:

t-t

To show 16"1 e(x/2)(t-trtt

Proof :We know that

€x = l+x*{*d*2t' 3! """"

= f x'
lJr=o r!

a xttt
"xtl2 

_ \'- -z
' -:f, 

2' r!

Simifarly, e-xt2t - i*-
s=0. t Dl

Multiplying (35) and (36), we get

ex/2('|-'/'\)=t# x I*-;i
In order to find the ( t" )th term, we should 

lenlqge r by n+s and then coefficient of t"

Again the coefficient of t-n is obtained by putting s=orr and then



coefficient of t-" = i* 
*

2n*' (n +r)!

, (*\n*t' I't-l
lZ) r!(n+r)!

(-l)n*t x"*'

- (-r\" I r-tl\ -/ L/ '
r=0

= (-l)".J"(x)

= J -,,(x)

since J-"(x) = (-l)n J,,(x), where n is a positive integer'

It maY be shown as below :

-L /"\-n*2' I
J_n(x) = Ir-tl'li 13," \2,' r!l'(-n+r+l)'

which tends to zero if -n+r+1 = 0, i'e'' f = h-1 ("' r0 = co)'

Hence allthe terms upto nth, vanish and therefore the limit r - 0 may be changed to

€ /"\-n*2t I
- 2' " [z ) r!l-(-n+r+l)

Now putting I = n+s, where s is a positive integer' we have

(38)

f=R.

J_"(x) = it-,)"., [;)".".

= ir_,)".,[;),'"".
s=0

(n + s)!

I

(n+s)! f(s+l)

I'(-n+n+s+l)

x / - 1n+2s

or J-"(x) = (-l)" It-tl'1;,1

= (-1)" J" (x) .

Hence from (37) and (38), we have

o

extz(t_vtt_ ) t"t"1*;

(3e)

(40)



COROLLARY. Putting t = eil and 1 = e-i/, we get

tsince Jn(x) = J_"(x) when n is even]

= Jo(x) + 2i sin / J{x) + 2 cos 2l [r(x)+........
Equating real and imaginary parts, we get

cos (x sin l) = Je(x) + 2 cos 2Q J,(x) + 2 cos 4l Jog)+........ ....... (41)

and sin (x sin ll = 2 sin d JJx)+ 2 sin 3l Jr(x)+ 2 sin 5l Jr(x)+...... ....... (42)

Reptacing d by ;-d,wehave, from (41) and (42)

cos (x cos l) = Jo(x) - 2 cos 2l Jr(x) + 2 cos 4Q Jog)+........ ....... (43)

sin (x cos d) = 2 cos I J,(x) - 2 cos 3l Jr(x)+ 2 cos 5l Jr(x)+...... ....... (44)
1nd

EI Integralsfor Jo(x) and J,,(x)i

l. Jn(x) = + Ii". g sin d) dd.4.
We have by (41),

cos (x sin f) = Jo(x) + 2 cos 2l J2g) + 2 cos 4l J/x)+......
ff we integrate both the sides of this relation with respe ctto lfrom the lirnritsr oto l,ren we see that ail the integrars except.first of the R.H.s. vanish, thereby giving

f"ot t* sin 9) dq = Jo(x) fa* = z Jo(x)

ff. J"(x) = :fcos(nl-xsin /) ap

We have already proved that

"""""' (45)



cos (x sin /) = Jo(x) + 2 cos 2Q Jr(x) + 2 cos"40 Jo(x) + ...........(46)

andsin(xsinil=?J'(x)sin/+2sin3/1,(x)+2sin5/J,(x)+.'..'...................(47)

fl we multiply (46) by cos nl , (47\by sin nl andintegrate between-the limits 0 to lr 
'

we have

(,
J-cos 

(x sin /) cos n/ dd = 0,

acoording as fi is odd or even

and lit" (x sin /) sin nQ dl

accbrding as n is$dd or even'

Adding.(48) and (49), we find

or - r'f n(x) (48)

= a Jn(x) o .......... (4e)

whethdr n is odd or even

f'cos(n/-xsin d\ dO = nJn(x),
JOor

i.e.,

il|.

(50)

Jn(x) == -+ (t) fcos(xsinq) 
cof"E dtp

./n 
\n+! ) 

'-'

term is

'lf w€ expand cos (x sin 9) in the pbwers of x sin f ' the general

(-t)t # sin2'4.

Gerfural term of R:H.S. of (51)

(51i

fft ". 
(x sin l)cos n/+ sin (x sin fl sin n/] dd = r J 

^(x)

1"(x) 1 * fi*t 
(nq - x sin E) dtP

? . {,l'll t-tl' fifu sihz'p co,,," 6 dp

C r[".]) tt' ''o(zr) (5tl



where Ijrtn"pcos2n6 dp

= 2 f 
/2sinz'g 

cos2"9 dg

I t' (t - 1;" 
--dt-Jo t,,. 1l _ t;r :

lot{2*urz 
(l - t;{:n-rrtz O,

p(Y!. r"!)
\2 2 )

.(?) .('#)
.(+).e)]

= TT :o 4".+)

Substituting this value in R.H.S. of (52) we have

Put sin2 p = 1,

2sinQcosl dl = 1

dtQP=-:
2{t (r - t)t

': p(m,n) - rmFn
- f(m+n)

= 
fu(i)" 

r-"' r,-sin2'rcos2npdp



= (-l)'
I

r! (n+r)! = gefler€tlterm in J"(x).

J'cos tx sin tp) cos'"9 dq

Hence 
J 

" 
(x)

.........(53)

IDI Recurrence Formulae for J'(x) '
l. We know that

1l t ( *\n*t'
Jn(x) = l, t-tl" 

" ,".rX l.;J ,

where n is a Positive integer'

Differentiating it w.r't' x, we get

-a I (*)n*t'-'I
J'"(x) = ) t-t)' rXn+ry 

1n+zrt [7J 't

MultiplYing notn,iOm bY x, we have

xl"(x) = ;eu#-(})"'
/ \n+zf r r z rn+2r-l

= ni t-,1'#3 [;)'.*'..t (-')'d.,x (.;,)
r=0

z rn-l+2r

or x.J'"(x) = nJn(x)* * it-t)' *r*;; {.;l

[since on R.H.S. the second term vanishes for r = 1 and

hence limit of r = 0 may be replaced by r = 1

Putting r-1 = s, we have

x . J," (x) = n Jn (x) * * it-,).., J#r + g! [;)"."-'
s=0

= nJ"(x)-x,Jn*1(x). (54)



il. Again x . J'"(x)

written as

@-sL
r=0

(- l)' .
( * )" 

*t'-' ( 
^ 

)
lr ) (.tJ

x. J'"(x) = it-t)' -n+2 (nii)
r=o r! (n + r)!

= - ni(-rt'
7__o r!(n + r)!

= -nJ"(x)+xJ"_,(x)

sum and difference of (S4) ans (55) give

2 J'"(x) = Jn_r(x) - Jn*,(x)

2nJn(x) = x tJ".,(*)+J,,_,(x)|

fxlt-l'l't 
I

/ \nlxlt-l
\2)

+2r

* f {-r)'.
r=0

(x)n-t*z'
l,)

ilt.

tv.

(55)

..........(56)

.......... (58)

by (30)

(57)

{*" J"(x)}= x" Jn-,(x)

J,,(x)l = n x"-rJ,,(x) + x'Ji,(x)

= 1n-r {n J,,(x) + xJl,(x)}

= ;6n-r{n'r,,(*) -n J,,(x)+* l"_,1xy}

,, = xn Jn-, 1x;'.

Vl. Similarly it is easy to show that

* {- " J"(x)} = -x-n Jn*r(x). ........(se)

V.

Here

d

d.

d 
{*"dx'

(n + 2r)
r! (n + r)!

[E] Examptes:

le,Ex (l)Shiru that y,=: 
f 

-cos (x cos @)-'dl satisfies the differential equation,T JU

r!(n+r-l)!

may be



q * -l- 9I * y = 0 and that y is no other than lulx; .

dx2 x dx

Sofn : Given v = + Jio' t* cos /) dl """" (60)

lf we differentiate it w.r.t. x under the sign of integration, we find

dY =' (-cos f sin (x cos O\ dO
dx fiJo

........(61)

d'u 
= ! f -cost 4cos(x cosl) dl ...""" (62)and F. n ro

Now from (61), we have

- dY 
= 

t 
[ {.tn (x cos Q).sin /\[ -dx rL' J"- * sin I cos (x cos /). sin / Ol]

(integrating bY'Pans)l'
'i \

* fr"'"' Q cos (x cos il d0

I frr-cos' Q) cos (x cos /) d0'

; IJ". (x cos il aP - 1 f,*"' o

:ty * l< # from (60) and (62)

q*!9r*y = o
dx2 x dx

JoG)rjbeing the

Hence y = ! fios 1x cos l\ dQ satisfies #. +:*. Y = 0'
z Jo \r'\

which is the Bessel's equation for n=0'

Since y=1 when x=0, therefore y is no other than Jo(x) ' ?s

solution of Bessel;s equation, 
'ln'tY 

for x=0'

l('t\
Ex (2) : prove that Jrz(x) = {[;J 

sin x '

Soln : We know that

xn l-. x'
Jn(x) = t trt*t) [- t, t".9. ] 

:; *;:
4x

2.4.22 (n + 1) (n + 2)



/ \li!lxl
- t-t\)t

'1
I

I
... ..,: .. I

I

J

/r\'fl :l
\2)

mt
= i[;J:t"

E-t r I- x''

V\zr/* L 3!

=ffi"n*

[,x3xol
L'-z: 

*r3A.s 
l

sx-+-
5!

Ex (3) :: . Shorv that
(i) J[(x) = -J,(x) and (ii) 2Ji;x)= Jz(x) - Jo(x) .

Soln : From recurrence formula (54) we have

{ Jl,(x) = n Jn(x) - x Jn*r(x).

Putting n=0, we get J[,(x) = - Jr(x),
which proves the first result.

Now differentiating it and multiptying throughtout by 2, we get
2J[(x)=-2J't(x)

or 2lig) = - Fo(*) *.Ir(x)l
by recurrence formuta III. (56).

= Jz(x) - Jn(x).

Ex (a) : Prove that Jn*r(x) + Jn*.(x) = ? 
1,.r + 4) J 

^*o.
Soln : From recurrenec formula lv, wl nave

: 2 n Jn = x(J,,_, + Jn*,)., Ff€placlng n by n+1, we get

? rn*4) ln*o= Jn*3 * Jn*s.x "'
Ex (5) : Prove that

cos x = Jo(x) _ 2Ir(x) +2Jo(x) .......

sin x = 2J,(x) _2Ir(x) +2Jr(x).......
Soln : We know that

cos (x cos fi) = Jo(x) - 2 cos 2l Jr(x) +2cos 4l Jog) ....... ............ (+g)
and sin(xcos l) = 2cos dJ,(x)-2cos 3Q Jr(x)+2cos 5l Jr(x)....... ............(44)

l



Putting l=0, we get

cos x = Jo(x)-2 J2(k)+2 Jo(x) -.......

sin x = 2 J'(x)-2 J.,(x)+2 Jr(x) """"
Ex (6) : Establish the relation

2 sin--rrzr.-
J"(x) J'-"(x) - Ji,(x) J-.(x) = - ,^

soln : we know that l"(x) and J-,,(x) are the two solutions of Bessel's equation

d'Y I dY , [, n').,
#-;fr.|'-t,l' - o

Hence,if y=Jn(x), 9=Jl(*) and *=Jl(x),, dx 
-rw 

dx,

/ ?\

Ji(x) +lr;t*t *l'-5 lr"(x) = o
X \ X-)

Similarly ptitting Y = J-n(x), we get from (26)

r ( ,rl\
J'-.(x)+ I J'-"(*) + 

[t 
-;tj, ,,(x) = 0 ....'....'.. (64)

Multilying (63) by J-,,(*), (64) by J,,1x1 and then subtracting (64) from (63), we

have

Ji(x) J-n'(*) - Ji,,(x) J,,(x) + | {,:,,., J-"(*) - J'-"(x) J"(x)}= 0
x

Put z = J'"(x) J-"(x) - J'-,,(x) J,'(x).

z'= I"n(x) J-"(x) + Ji,(x) J'-"(x) - J'-"(x) J'"(x) - Ji"(x) J"(x)

= Jl(x) J-"(1-) - Ji,,(x) J 
"(x).

7

ThUS z'+a=0 or
X

f ntegrating, logz =

or Ji,(x) J-,,(x) - t'-"(x) J"(I,)

...........(26)

we have from (26)

(63)

rst

:I

z'l
----1.zx

-log x + lo{ C, where G is some arbitraty constant'

(-
r!- log -.-X

C
7=-

x

C

x



Equating the coefficients of I on either side, we getx

ll
/ f(".1) ' r-" r1-n+l) {n-(-n)} = g

or c- 2n )
=-f(n + l) l-(-n + l) I'n l-(l - n)

2 zsin nzz

IB
Hence J'" (x) J- 

" 
(x) - Jl, (x) J" (x) = 2 sin nz

,t

Toprovethat ft"@l l,(p'r)r dr = 0 where p and p, aradifferentrootsof
t^(pa)- 0.

Since J"(x) is a solution of Bessel's equation,

g*1ir*[,_n')
dt' -; d, 

* 
[.'-FJ Y = o ......... (26)

therefore putting x = ttt and calling y = u in (26) we get

t o'+* 
-l- f s * 1.,- I1' )

7a- pr p dr \ lA)u = o,

Multiplying throughoutby p212 ,

.'# * .9 +(prr2-nr;u = o ...........(6s)

Simifarly putting x = p,t and calling y = v in (36), we have

--: dtt dv ,i rr--OF*.* "1/:rfiyv=0

lf we multiply (65) by ;, (66) by I and subrract

=-rlsin nz ,r
Fn I'(r-n)= # ..... (19)

(Gamma functions).

duld'l
and q=lgff ou)=-La'ul.

di' p dr\p dr ) pu dr2 |

...........(66)



(r.vu"-ruvn)+(vu'-u v'\+(Pz -p'z1rvu = 0'

where u'= # and u' = * etc. '

d 
ftnu'-uu';f + [r,t -l''')]'uu - 0, """""' (67)or -r

where u = Jn(/r) and v = Jn(/'r)

Integrating (67) w.r.t r between the limits 0 and a' we get

[, fi.(pr) .J'n(p't) !' - Jn(p'r) J'n(prl g]]l

* frta'- P'2) J^(Pr)Jn(P'r)r dr = o

The first term vanishes for bolh the limits since

J^(Pa)=0; J,,(,u'a) =0

f;{tt' - a'\ J 
^(Pr) 

J,,(!'r) r dr = o

Jlr"kr) l^(p'r) r dr = o '.'o7-/2+o

(26)

d2v = d fldv) = I.* Y I d2Y d'Y

dxz dx\idz) i dx'd;=7l-,=-f
with these substitutlon, equ' (26) becomes

_ey_* r .l.dv.[,.4], = o

dzz iz i dz \ t')

d2y -! dv -(r*4] , = oor E';'d, \" ,, )'
This is called modified Bessel equation'

The modified Besselfunction is obtained by putting

(68)

IqI

4*r9*f'-4ly = o
dx2 xdx \ *'/-

dxdzlputx=iz. sothat7-r-=, or A=I'
. dv=9r.9=LE- and

dx dz dx idz

(6e)

Modified Bessel functions :

Bessel's differential equation of n th order is

x=iz in the function



J" (x)
[;)"."

=T
r=0

(- l)'
r! (n+r+l)! .............. (s2)

r! (n+r+l)!

is called the modified Besselfunction of the first kind of order n.
IHI Miscellaneous Examples :

(1) Showthat 2" .[."-1] = 1.3.5........ (2n-DG.
\2)

Soln : We know that f (n+t) = n t-n

i-"J"(iz) =i , '- 7u r! (n+r+l)!

or I"(x) = i-n Jn(ix) = i -+ [i)'.:l
7u r! (n+r+l)! \2/

(;1."io
2r€=I

r=0

( z\"*2't-t
\2)

l,z)".
\2)

(70)

f.-1) f,-t) f"-l) t t 1"rt)t" z/ ("-t)\"-t)""""i't'z'' lr)
Zn-l2n-32n-5 53 | r2 2 z 't'r'r'!
1.3.5.........-.. (2n -5) (2n -3) (2n-t) r

1n+'l1T

or ,".["-j) = 1.3.5....... ...(2n-D G



r rr)
(2) showthat [#=-ffi'
Soln: Let

xn=
I

)
SO l=4.

n

2

n

sin2g x=sinztn?

n 2-n

dx = !.sin n 0 cos? d0
n

' ff'"inT e de

L.H.S. of the Problem

H#=ffi* rrom(22)
2

n

(3)

Soln:

show that the beta functions satisfy the following relation

P(a,b) . P(a+ b, c) - f(b'c\'' P(a'b+c) '

we know that 
r-a tb

f(a,b\ = ffi;b)
I'a Ib
I'(a+b)

fb fc
r@+c)

F(a+b) rc
I'(a+b+c)

fa f0+c)
f(a+b+c)

fa fbFc
F(a+b+c)

fa Fb fc
f(a+b+c)

(4)

R.H.S. of the Problem =

Hence the result'

Show that 
6

J,,,(x) = l;. sih,x

and J-,,2(x) = E' cos x '

2-n

;" "sinT0 cos 0 
O,Jo cos 0

Hence derive the expression for Jt'z(x) '



Soln : For the expression for J,,r1x; vide ex (2).

For J_,,2(x), put n = - j ,n the expansion

Jn(x)=r#i,-#.
l

x'

we get

Againputting fi=-1[2
: _r- -trz(x)

Of J-372(x) =

J_,,2(x)=;ftf: ,.*
= *-t'' i,-{*{- tTfi] L u' tt'

\2)

tT= ll; cos x'

we know the recurrence relation
2n Jn(x) = x Fn_r(x) + J"*,(x)l

Putting n = 112,

J,z(x) = *F_,,2(x) +Jrrr(*)J

or Jr,r(x) = * J,,r(*) -J,.i,z(x)

IIT TT
;l;srnx-{-cosx
f z (sinx ),l; l;- cosxj

in (57),

= *F-r,r(x)+J,,r(x)J

-1 J,,z(x)-Jvz(x)

I 12 P,;n*-; {; 'o'* - 1,,,*

l

l

2.4.22 (n + t) tn i a

............. (s7)

'li

=-E-tT*'in*]



2.13

1. (a)

(b)

2.(al

2.11.

Before going into the subject of ,Bessel function, it has been aimed at the basic

requisites of beta 
"id 

g"rra functions which find their importance in this and future lesson'

The series solution of Bessel equation is found. Generating function ancj tne integral

representation of J"(x) 6te given. Recurrence relations have been derived and examples

arl worked out. orihogonal properties and Modified Besselfunctions are given as special

topics. A few miscellaneouS examples are given'

2.12. Key terminology
Beta and Gamma function - Bessel differential equation - indicial equation -

generating function - Modified Bessel function'

Define beta and gamma functions and derive the relation connecting them.

Prove that /(a,b +l) + p(a + l,b) = f(a,b)'
(r

showthatrl ;-"j tf+-".l = (-r)",,.
\z ) \2 )

(b) Using beta and gamma functions, evaluate fil< tt - x'1"' dx '

3. (a) Provethat J-"(x) = (-l)" J,'(x)'

(b) Show that J"(x) is even for even n and odd for odd n'

4. (a) Provethat *h"r"(*)l = xn Jn-r(x)'

(b) Evaluate J*' lo1*; o* '

5. (a) Find out Jo(xy directly from the zeroth order Bessel differential equation'

(b) Establish x2 lilx; = (n2 -n-x2; J"1x; + x Jn*,(x)

6. (a) Showthat J'"(x) = | [r"-,t*)-J"*,(*)].

(b) Provethat !, o* = -Fo +2lr+2lof'

2.14 Reference Eooks
1. B.S. Rajput "Mathematical Physics", Pragati rakashan, Meerut, 1999'

2. B.D. Gupta "Mathematical Physics", Vikas Publishing House, 1980'

3. K.V. Churchill "Operational Mathematics", Mc-Graw Hill Book Co', 1958'

4. E. Kreyszig "Abvanced Engineering Mathematics", Wiley Eastern Pvt, Ltd., 1971'
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Unit – I 
Lesson – 3 

HERMITE POLYNOMIALS  

 

Objectives: 

 To solve the Hermite differential equation in power series. 

 To differentiate between Hermite polynomials and Hermite functions. 

 To prove recurrence relations using generating function. 

 To give Rodigue’s formula and other differentiable forms. 

 To give the integral representation of Hn(x). 

 

Structure: 

3.1  Introduction 

3.2  Solution of Hermite differential equation  

3.3  Hermite polynomials 

3.4  Recurrence formulae 

3.5  Generating functions 

3.6  Another differential representation of Hn(x) 

3.7  Hermite functions 

3.8  Orthogonal Properties of Hermite polynomials 

3.9  Integral representation of Hermite polynomials. 

3.10 Summary 

3.11 Key Terminology 

3.12 Self – assessment questions 

3.13 Reference Books 

 

3.1 Introduction: 

     Hermite polynomials are the power series solution of second order Hermite differential 

equation with variable coefficients.  They will be need mainly as a mathematical tool in dromy of 

the scientific problem.  Very familiar applications in quantum mechanics is the simple harmonic 

oscillator.  While the ground state is given by the gaussiane function, higher states are given by 

products of the respective orders of Hermite polynomials with the gauseare functions. 
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3.2 Solution of Hermite’s Differential Equation:  

     This equation is of the form 

2

2

dx
y d

−2x 
dx
dy 

+ 2xy = 0   ----------  (1) 

where y is a parameter. 

     Suppose its series solution is 

y = 
∞

=
Σ

0 r 
ar xk+r.   a0 ≠0       and k is a constant     ----------  (2) 

So that 
dx
dy 

 = 
∞

=
Σ

0 r 
 ar (k + r) xk+r-1 

and    2

2

dx
y d

= 
∞

=
Σ

0 r 
 ar (k + r) (k + r – 1) xk+r-2 

     Substituting the values of y, 
dx
dy 

 and 2

2

dx
y d

 in (1), we get the identity 

∞

=
Σ

0 r 
[(k + r) (k + r – 1) xk+r-2 −2 (k + r – v) xk+r]ar ≡ 0   ----------  (3) 

     Equating the Coefficient of the first term (i.e. xk – 2) (by putting r = 0, to zero, we get 

a0 k(k – 1) = 0 giving k = 0, 1 as a0 ≠ 0   ---------  (4) 

     Now, equating to zero the coefficient of second term (i.e. xk – 1) in (3) we get 

     a1 k (k + r) = 0 i.e. a1 = 0 when k = - 1 and a1 may or may not be zero when k = 0, as the values 

of k are aheady fixed as in (4) 

     Also equating the coefficient of xk + r to zero, we find 

ar+2 (k + r + 2) (k + r + 1) – 2ar (k + r – v) = 0 

giving the recurrence relation 

   ar+2 = 
  1)r 2)(k r k (

  v)-r k (2
++++

+
 ar   ----------  (5) 

when k = 0, (5) becomes        ar+2 = 
  1)r 2)(r (

  v)-r (2
++

 ar   ----------  (6) 

and when k = 1, (5) becomes  ar+2 = 
  )2)(r3r(

  v)-r  1(2
++

+
 ar   ----------  (7) 

Case I.  When k = 0, putting r = 0, 1, 2, 3,… in (6) we have  

a2 = −
2|
2

 va0;    a3 = −
3|

)1(2 −v
 a1 
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a4 = −
4|

)2(22 −vv
 a0 ;  a5= −

5|
)3)(1(22 −− vv

 a1 ………….. a2r
r2|

)2r2)...(2()2( +−−− vvvr a0; 

a2r+1 = 
1r2|

)1r2)...(3)(1()2(
+

+−−−− vvvr  a1 

Now if a1 = 0, then a3 = a5 = a7 = a2r+1 = …=0. 

But if a1≠0, then (2) gives for k = 0, y = 
∞

=
Σ

1r
 arxr 

i.e.  y = a0 + a1x + a2x2 + a3x3 +… 

          = a0 + a2x2 + a4x4 +…+ a1x + a3x3 + a5x5 +… 

          = a0 











++−−−+−

−
+− ...2)xr2)...(2(

r2|
2)1(...x

4|
)2(2x

2|
21 2r

r
r4

2
2 vvvvvv

 

             





−

−−
+

−
−+ ...x

5|
)3)(1(2x

3|
)1(21xa 4

2
2

1
vvv

 

             





++−−−

+
−+ ...x)1r 2)...(3)(1(

1r 2|
2)1( 2r 

r 
r vvv    ----------  (8) 

          = a0 











++−−

+
−

Σ+
∞

=
...2)xr2)...(2(

1r2|
2)1(1 2r

rr

1r
vvv  

              



+−−−

+
−

Σ++ +
∞

=
...x)1r2)...(3)(1(

1r2
2)1(xa 12r

rr

1r1 vvv    ----------  (9) 

 

Case II:  When k = 1, then a1 = 0 and so by putting r = 0, 1, 2, 3, … in (7) we find  

a2 = −  
3|

)1(2 −v
 a0 

a4 = 
5|

)3)(1(22 −− vv
 a0 …………….. a2r = (–1)

1r2|
)1r2)...(3)(12(2

+
+−−− vvvr

 a0 

Hence the solution is 

     = a0x





−

−−
+

−
− ...x

5|
)3)(1(2x

3|
)1(21 4

2
2 vvv
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




+

+
+−−−−

+ ...x
1r 2|

)1r 2)...(3)(1(2)1( 2r 
r r vvv

   ----------  (10) 

clearly the solution (10) is included in the second part of (8) except that a0 is replaced by a1 and 

hence in order that the Hermite equation may have two independent solutions, a1 must be zero, 

even if k = 0 and then (8) reduces to  

y = a0 











++−−−+−

−
+− ...2)xr2)...(2(

r2|
2)1(...x

4|
)2(2x

2|
21 2r

r
r4

2
2 vvvvvv

 ---------- (11) 

The complete integral of (1) is then given by  

y = A











−

−
+− ...x

4|
)2(2x

2|
21 4

2
2 vvv

 + Bx 











−

−−
+

−
− ...x

5|
)3)(1(2x

3|
)1(21 4

2
2 vvv

 

   ----------  (12) 

where A and B are arbitrary constants. 

Where v is an integer, then the resulting solution is called Hermite Polynomial.  The arbitrary 

constant A and B are taken as (-1)v/2.

2

|
v
v

and 2
1

)1(
−

−
v

respectively. 

In equation (12), the series with coefficient A alone is taken as the Hermite Polynomial of even 

order v and that with coefficient B alone is considered as Hermite Polynomial of odd order v. 

 

3.3 Hermite Polynomials: 

     The Hermite polynomial Hn (x) is defined as  

     f(x, t) = 
2 t-2txe = 

∞

=
Σ

0n
 Hn (x) 

n|
t n

   ----------  (13) 

for all integral values of n and all real values of x.  (At a latter stage, it will be proved that the 

exponential function is the generating function of Hn (x)) (13) can be written as  

f(x, t) =
2xe

2 t)--(xe = 
0

 (x) H0 +
1

 (x) H1 t + 
2

 (x) H2  t2 + … +
n

 (x) Hn  tn + … 

So that 
0t

n

n

t
  t)f(x,

=








∂

∂
= 

n
 (x) Hn n|  = Hn (x) 

                                     = 
0t

t)-(x-
n

n
2

e
t

 

=








∂
∂ 2xe     ----------  (14) 
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If we put x – t  = p   i.e.   t = x – p for t = 0 gives x = p 

and 
t∂
∂

 = –
p∂
∂

so that n

n

t
 

∂
∂ { }2 t)--(xe  = (–1)n

n

n

p
 

∂
∂ 2-pe  

∴
0t

t)-(x-
n

n
2

e
t

 

=








∂
∂

= (–1)n n

n

x
 

∂
∂ 2-xe  = (–1)n n

n

dx
 d 2-xe    ----------  (15) 

From (14) and (15), we therefore have 

Hn (x) = 
2xe (–1)n n

n

dx
 d ( )2-xe    (Rodrigue’s formula)   ----------  (16) 

From (16) we can calculate Hermite polynomials of various degrees such as 













−+−==

+−==

+−==

+−==

x1680x3360x1344128x  (x)H12x    -8x  (x)H

 120-x720x48064x  (x)H       2-4x  (x)H

x        120x16032x  (x)H      2x          (x)H

12x4816x  (x)H                1  (x)H

357
7

3
3

246
6

2
2

35
51

24
40

   ----------  (17) 

 

3.4 Recurrence formulae for Hn(x) and to show that Hn(x) is a solution of Hermite Equation: 

     Hermite equation is y′′−2xy′ + 2ny = 0 for integral values taking v = n. 

     Also, 
2t-2txe = 

∞

=
Σ

0n n|
 t(x) H n

n    ----------  (18) 

I  Differentiating partially w.r.t.  x, we have 

            2t
2t-2txe = 

∞

=
Σ

0n
 H′n (x) 

n|
t n

 

i.e        2t 
∞

=
Σ

0n n|
 t(x) H n

n  =
∞

=
Σ

0n
 H′n (x) 

n|
t n

 

which yields on equating the coefficients of 
n|

t n

on either side, 

                 2
1-n|

n|
 H n-1(x) = H′n (x) 

i.e.                     2n H n-1(x) = H′n (x)     -----------  (19) 

II     Differentiating partially w.r.t. ‘t’, both sides of (18) we get 

2(x – t) 
2t-2txe = 

∞

=
Σ

1n
 Hn(x) 

1-n|
t 1-n

      ∵n = 0 corresponds to the vanishing of R.H.S. 
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or 2x 
∞

=
Σ

0n
 Hn(x) 

n|
t n

−2
∞

=
Σ

0n
 Hn(x) 

1-n|
t 1n+

 = 
∞

=
Σ

1n
 Hn(x) 

1-n|
t 1-n

       

Equating the coefficients of tn on either side we find 

2x
n|

 (x)Hn −2
1-n|

 (x)H 1-n  = 
n|

 (x)H 1n+  

i.e.   2x Hn(x) = 2nHn-1(x) + Hn+1(x)    -----------  (20) 

III          Eliminating Hn-1(x) from (19) and (20) we get 

        2x Hn(x) = H′n (x) + Hn+1(x)       

or        H′n (x) = 2x Hn(x) − Hn+1(x)   ----------  (21) 

IV         Differentiating (21) w.r.t.  x we find 

Hn′′ (x) = 2x Hn′ (x) + 2 Hn(x) − H′n+1(x)    

Putting H′n+1(x) = 2(n + 1) Hn(n) obtained from (19) on replacing n by n + 1; we have 

Hn′′ (x) = 2x Hn′ (x) + 2 Hn(x) −2(n + 1) Hn(x) 

or    Hn′′ (x) −2x Hn′ (x) + 2n Hn(x) = 0   ----------- (22) 

which clearly follows that y = Hn(x) as a solution of Hermite equation is proved by considering 

the generating function. 

 

Q:  Prove that 

(i) H2m(0) = (−1)m22m

m2
1








 

(ii) H′2m+1(0) = (–1)m22m+1

m2
3








 

(iii) H2m+1(0) = 0 

(iv) H′2m(0) = 0 

(v) m

m

dx
d { }(x)H n = 

m-n|
n|2m

 Hn – m (x), for m < n 

Solution: 

(i) Even Hermite polynomials are 

H2m(x) = 
m

0k=
Σ

2k-2m|k|
)2(m2|)1( 2k-m2k x−
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∴ H2m(0) = 
m|

m2|)1( m−
 = (−1)m

1)...3.2.1-m(m
1)...3.2.1-m(2m2

 = (−1)m 
m|

3)...3.1-1)(2m-(2mm|2m

 

                                                                                      = (−1)m

m|
m|

.22m.
2

1-m2
. 

2
3-m2

…
2
3

.
2
1

 

= (−1)m 22m 
m|
m|

2
1







 +1

2
1

… 





 −+ 1m

2
1

 = (−1)m 22m

m2
1






  

(ii) From recurrence relation I, we have on replacing n by 2m + 1, 

H′2m+1(x) = 2(2m +1) H2m(x) 

∴ H′2m+1(0) = 2(2m +1) H2m(0) = 2(2m +1). (−1)m 22m

m2
1






  

by part (i) 

= (2m +1). (−1)m 22m+1






m2
3)...3.1-m21)(-m2(

 

= (−1)m 22m+1(2m +1) 













 +⋅⋅⋅






 +⋅ 1-m

2
31

2
3

2
3

 

= (−1)m 22m+1

m2
3






  

(iii)         Odd Hermite Polynomials are 

 H2m+1(x) = 
2
12m

0k

+

=
Σ  ( )2k-1m2k|

)2(1m2|)1( 2k-1m2k

+

+− +x
 

∴ H2m+1(0) = 0, since all terms containing x become zero. 

(iv)        From recurrence relation I, we have 

 H′2m(x) = 2(2m) H2m-1(x) 

∴ H′2m(0) = 4mH2m-1(0) 

                 = 0 by (iii) 

(v)      From recurrence relation I, we have 

                H′n (x) = 2n Hn-1(x)   ----------  (i) 

i.e.  
dx
d { }(x)Hn = 2n Hn-1(x)    

∴ 2

2

dx
d { }(x)Hn = 2n

dx
d { }(x)H 1-n = 2n . 2(n – 1)Hn – 2(x) 



 M.Sc.,  PHYSICS                                                       8                              HERMITE POLYNOMIALS 

by using (1) 

                          =  22n (n – 1)Hn – 2(x) 

Similarly 3

3

dx
d { }(x)Hn  = 23n (n – 1)(n – 2)Hn – 3(x) 

Proceeding similarly m times we find 

m

m

dx
d { }(x)Hn = 2mn (n – 1)…(n –m + 2)Hn – m(x) where m < n 

                        = 
m-n|
n|2m

 Hn – m (x) 

 

3.5        Generating functions:   

Q:  To prove that 
2t-2txe = 

∞

=
Σ

0r
 

n!
t n

 Hn(x).   Where 
2t-2txe is called the generating function of 

Hn(x). 

Solution:  We have 

2t-2txe = 2txe
2-te  = 

∞

=
Σ

0r r!
(2tx)r

 . 
∞

=
Σ

0s

( )
s!
t- s2 ∞

=
Σ

0sr,
.

s!r!
(2x)r

tr+2s 

∴Coefficient of tn (for fixed value of s) 

                           = (–1)s 
s!2s)!-(n

(2x) 2s-n

                           (put r + 2s = n) 

     But the total coefficient of tn is obtained by summing over all allowed values of s,                

(for r = n – 2s ≥0) 

     ∴ n – 2s ≥ 0 i.e. s ≤ (n / 2).  So we can say, that if n is even s goes from 0 to (n / 2) and if n is 

odd, s goes from 0 to (n – 2) / 2. 

     Hence required coefficient of tn = 
n/2][

0s=
Σ (–1)s 

s!2s)!-(n
(2x) 2s-n

  =  
n!
(x)H n                          

(Here 





2
n

means the greatest integer that does not exceed 
2
n

). 

⇒
2t-2txe

∞

=
Σ

1n n!
t n

 Hn(x) i.e.,   
22 x)-(t-xe = 

∞

=
Σ

0n n!
t n

 H (x). 
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3.6 Another differential representation of Hermite polynomials (Hn(x)): 

Q:  Show that Hn(x) = 2n 
















− 2

2

dx
d

4
1exp.  xn 

Solution:  We have 

2
1

dx
d

e(2tx) = te2 tx ⇒ 
dx
d

 





  tx2e

dx
d

2
1

 = 2t2 e2 tx 

∴
2
1

dx
d







  tx2e

dx
d

2
1

 = t2 e2 tx ⇒ 
2

dx
d

2
1







  e2 tx = t2 e2 tx  

Continuing up to n times, we get 
n

dx
d

2
1







  e2 tx = t2 e2 tx          ……..(A) 

⇒
















− 2

2

dx
d

4
1exp. . e2 tx = 




















−Σ

∞

=

n

2

2

0n dx
d

4
1

n!
1

 e2 tx   

= 
∞

=
Σ

0n n!
)1( n− 2n

dx
d

2
1







 . e2 tx = 

∞

=
Σ

0n n!
)1( n−

 t2n e2 tx               (using A) 

= e2 tx
∞

=
Σ

0n n!
)1( n−

 t2n = e2 tx 
∞

=
Σ

0n n!
1

(−t2)n 

= e2 tx 
2te−  = tx2t 2

e +−  

⇒
















− 2

2

dx
d

4
1exp.

∞

=
Σ

0n n!
1

(2tx)n = 
∞

=
Σ

0n n!
t n

 Hn(x) 

[using generating function property] 

     Whence equating the coefficient of tn from the two sides, we get 

















− 2

2

dx
d

4
1exp.

n!
1

2nxn = 
n!
1

 Hn(x) i.e., Hn(x) = 2n 
















− 2

2

dx
d

4
1exp.  xn. 

 

3.7 Hermite functions: 

An equation closely related to Hermite equation is  

2

2

dx
d ψ

+(λ−x2)ψ = 0   ----------  (23) 

If we change the dependent variable ψ to y by the substitution 
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                      ψ = y2/-x2

e  ----------  (24) 

So that 
dx
dψ

 = 2/-x2

e
dx
dy

 − y 2/-x2

e . X 

and 2

2

dx
d ψ

 = 2/-x2

e 2

2

dx
d y

 − 2x 2/-x2

e
dx
dy

 − ( 2/-x2

e −x2 2/-x2

e )y 

we get from (1) 

     y′′ − 2xy′ + (λ−1)y = 0     -----------  (25) 

If we put λ −1=2v, then (25) reduces to Hermite equation i.e. 

 y′′ − 2xy′ + 2v y = 0 

It therefore follows that the general solution of (23) is given by  

ψ = y2/-x2

e  

where y is given by (12) 

     Thus if the parameter λ be of the form 1 + 2N, n being a positive integer, then the solution of 

(23) will be constant multiple of the function ψn defined by  

ψn(x) = 2/-x2

e Hn(x)  ----------  (26) 

where Hn(x) is the Hermite polynomial of degree n.   

     Here the function ψn(x) is said to be the Hermite function of order n. 

 

Recurrence Relations for ψn(x): 

     Differentiating (26) w.r.t. x, we have 

ψ′n(x) = 2/-x2

e  H′n(x) − 2/-x2

e x Hn(x)   

           = 2n 2/-x2

e  Hn – 1(x) − x 2/-x2

e x Hn(x)             ∵ H′n(x) = 2n Hn – 1(x) by (19)  

          = 2n ψn – 1(x) − x ψn(x) using (26) 

∴2n ψn – 1(x) = ψn(x) + ψ′n(x)   -----------  (27) 

Also from (25), 2x Hn(x) = 2n Hn – 1(x) − Hn + 1(x)  

Which may be expressed by using (26), as 

2x 2/-x2

e  Hn(x) = 2n 2/-x2

e (x) + 2/-x2

e  Hn + 1(x) 

i.e.,     2x ψn(x) = 2n ψn – 1(x) + ψn + 1(x)   ----------  (28) 

Eliminating 2n ψn – 1(x) from (27) and (28) we find 

x ψn(x) + ψ′n(x) = 2x ψn(x) −ψn + 1(x) 

i.e.,          ψ′n(x) = x ψn(x) − ψn + 1(x)    -----------  (29) 
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3.8 Orthogonal Properties of Hermite polynomials: 

Now since Hn(x) is a solution of Hermite equation, we have 

H′′n(x) − 2x H′n(x) + 2n H′n(x) = 0 by (22) 

If we put y = 2/-x2

e  Hn(x) i.e., Hn(x) = y 2/x2

e  

So that H′n(x) = y′ 2/x2

e  + xy 2/x2

e  

and    H′′n(x) = y′′ 2/x2

e + 2xy′ 2/x2

e  + y(1 + x2) 2/x2

e  

then we get y′′ + (1 – x2 + 2n)y = 0   ----------  (30) 

     Since y = 2/-x2

e Hn(x) = ψn(x) by (26), it therefore follows that ψn(x) satisfies (30) and hence 

ψ′′n +(2n + 1 – x2) ψn = 0   ----------  (31) 

 for a function ψm, this relation is  

ψ′′m + (2m + 1 – x2) ψm = 0    -----------  (32) 

     Multiplying (31) by ψm; (32) by ψn and subtracting we get 

2(m – n) ψm ψn = ψmψ′′n – ψnψ′′m    ----------  (33) 

Integrating over (−∞, ∞), we have 

2(m – n) ∞
∞−∫  ψm ψn dx = ∞

∞−∫ (ψmψ′′n – ψnψ′′m)dx 

                                     = [ ]∞∞−− mnnm '' ψψψψ (ψ′m ψ′n − ψ′n ψ′m)dx         (on integrating by parts) 

                                     = 0                   ∵ψn(x)→0 as |x| → ∞  for all positive integral values of n. 

or           ∞
∞−∫  ψm ψn dx = 0      if m ≠ n 

symbolically Im, n = ∞
∞−∫  ψm ψn dx = ∞

∞−∫
2-xe  Hm(x) Hn(x)dx = 0 

                     when m ≠ n   ----------  (34) 

In particular In – 1, n + 1 = 0   ----------  (35)   

Now from (28) we have 2x ψn(x) = 2nψn – 1(x) + ψn + 1(x) 

∴ ∞
∞−∫ 2x ψn(x) ψn – 1 dx = 2n ∞

∞−∫ ψn – 1(x) + ψn + 1(x) 

∵ ∞
∞−∫ ψn – 1+ ψn + 1 dx = 0 by (35) 

                                = 2n In – 1, n + 1   ----------  (36) 

Also ψn(x) = 2/-x2

e  Hn(x) 

                  = (−1)n 2/x2

e n

n

dx
d ( )2-xe by (16) 

Thus (36) gives  
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− ∞
∞−∫ 2x

2xe n

n

dx
d ( )2-xe 1-n

1-n

dx
d ( )2-xe dx = 2n In – 1, n – 1 

or 2n In – 1, n – 1 = − ∞
∞−∫ d (

2xe ) n

n

dx
d ( )2-xe 1-n

1-n

dx
d ( )2-xe dx 

                       = 
∞

∞−








)e(

dx
d).e(

dx
de

222 x-
1-n

1-n
x-

n

n
x + ∞

∞−∫
2xe  





n

n

dx
d ( )2-xe n

n

dx
d ( )2-xe 1n

1n

dx
d

+

+ ( )2-xe ( )


2x-

1-n

1-n

e
dx
d

dx                 (on integrating by parts) 

                       = 0 + In, n + In + 1, n – 1   

                      = In, n   by (35) 

           ∴ In, n = 2n In – 1, n – 1    ----------  (37) 

Applying (37), repeatedly, we have 

In, n = 2n In – 1, n – 1 = 2n 2(n – 1) In – 2, n – 2   

       = 22 n(n – 1).2(n – 2) In – 3, n – 3   

       = 23 n(n – 1) (n – 2) In – 3, n – 3   

       = ……      ……     ……      ……      …… 

       = 2n n(n – 1) (n – 2) …….3.2.1.  I0, 0 

where I0, 0 = ∞
∞−∫

2-xe dx = π                                       (From Beta and Gamma functions) 

∴ In, n = 2n n| π      ----------  (38) 

     Combining the two results (34) and (38); we have in terms of Kronecker delta symbol 

 Im, n = ∞
∞−∫

2-xe  Hm(x) Hn(x) dx = 2n n| π δm, n   ----------  (39) 

Where δm, n = 0    when    m ≠ n 

                   = 1     when    m = n. 

(39) may also be written as  

Im, n = ∞
∞−∫ ψm(x) ψn(x) dx = ∞

∞−∫
2-xe  Hm(x) Hn(x) dx 

                                         = 2n n| π δm, n   ----------  (40) 

          Again 2x ψn(x) = 2n ψn – 1(x) + ψn+1(x) gives 

       ∞
∞−∫ x ψm(x) ψn(x) dx = nIm, n –1 + 

2
1

 Im, n+1 

                                         = 0 for m ≠ n = 1 
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   and ∞
∞−∫  x ψnψn+1(x)dx = n I n+1, n – 1 + 

2
1

 I n+1, n – 1 

                                         = 
2
1

2n+1 1n| + π  as above 

                                         = 2n ( )1n| + π   for m = n 

Hence ∞
∞−∫  x ψm(x) ψn(x) dx = 2n 1n| + π δm, n   ----------  (41) 

         Further 2n ψn – 1(x) = x ψn(x) + ψ′n(x) gives 

        ∞
∞−∫ ψm(x) ψ′n(x) dx = 2n ∞

∞−∫ ψm(x) ψn – 1(x) dx − ∞
∞−∫ x ψm(x) ψn(x) dx 

                                        = 0 if m ≠ n = 1 

and  2n I n–1, n – 1 −2n – 1 n| π  if m = n = 1 

     = 2n n| π −2n – 1 n| π  = 2n – 1 n| π  

Hence ∞
∞−∫ ψm(x) ψ′n(x) dx = 2n – 1 n| π δm, n   ----------  (42) 

In the last if we take m = n + 1, then 
∞
∞−∫ ψm(x) ψ′n(x) dx = 2n ∞

∞−∫ ψn+1(x) ψn – 1(x) dx  − ∞
∞−∫ ψn+1(x) ψn(x) dx 

                          = −2n – 1 n| π . 

 

Q:   Prove that Hn(−x) = (−1)n Hn(x)  

Solution:  We have 
∞

=
Σ

0n n|
t)x(H n

n  =
2 t-2tx e = 2tx e

2te = 
∞

=
Σ

0n
 

n|
t)x2( nn

 ×  
∞

=
Σ

0n n|
t)-1( 2n

    

                                                         = 
∞

=
Σ

0n
 

n/2

0k=
Σ

k2n|k |
)2x()1( 2k-nk

−
−

tn. 

Equating coefficient of 
n|

t n

on either side, we get 

Hn(x) = 
[n/2]

0k=
Σ

2k-n|k |
)2x(n |)1( 2k-nk−

 

Replacing x by −x we get 

Hn(−x) = 
[n/2]

0k=
Σ

2k-n|k |
)2x(n |)1( 2k-nk −−
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            = 
[n/2]

0k=
Σ

2k-n|k |
)2x(n |)1()1( 2k-n2k-nk −−

  

           = (−1)n 
[n/2]

0k=
Σ

2k-n|k |
)2x(n |)1( 2k-nk−

 

          = (−1)n Hn(x) 

 

Q:  Prove ∞
∞−∫ x

2-xe Hn(x) Hm(x) dx = π [2n – 1 n| δm, n – 1 + 2n
  1n| +   δn+1, m] 

Solution:   Integrating by parts we have 

∞
∞−∫ x

2-xe Hn(x) Hm(x) dx = ∫ −
∞

∞−

dx (x)H (x)He

2
1

mn
x- 2

 

                                           + 
2
1 ∞

∞−∫
2-xe

dx
d { } (x)H (x)H mn dx 

                                         = 0 + ∞
∞−∫

2-xe { }dx (x)H' (x)H(x)H (x)H' mnmn +  

                                         = 
2
1 ∞

∞−∫
2-xe [ ]dxdx (x)H (x)H m2(x)H  (x)H2n 1-mnm1-n +     

                                                                                                                 by (20) 

                                         = n ∞
∞−∫

2-xe  Hn – 1(x) Hm(x) dx + ∞
∞−∫

2-xe  Hn (x) Hm – 1 (x) dx 

                                         = n   π 2n – 1 1-n| δm, n – 1 + m π 2n
  n|   δn, m – 1  

(by orthogonal properties) 

                                         = π [2n – 1 n| δm, n – 1 + 2n
  1n| +   δn+1, m] 

∵δn, m – 1 = δn+1, m. 

 

3.9 Integral representation of Hermite polynomials: 

     Let us find an equivalent expression for Hn in terms of a definite integral.  If we put 

yn = dze z
i 2

1 22 )xz(x1n −−−−∫π
   ----------  (43) 

and take the contour around a circle which has the origin as its center, then 

dx
dyn  = dze2z

i 2
1 22 )xz(xn −−−∫π

   ----------  (44) 

and  
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2
n

2

dx
yd

 = dze4z
i 2

1 22 )xz(x1n −−+−∫π
 

The differentiations here may be performed under the integral sign.  When these derivatives are 

substituted on the left of the Hermite differential equation, it is found that  

y′n′ − 2xy′n + 2nyn = dzze 2n)  xz4(4z
i 2

1 1-n-)xz(x2 22 −−∫ +−
π

 

                              = )dze(z
dz
d

i 2
1 22 )xz(xn −−−∫−
π

= 0 

The last step follows because the contents of the parenthesis, being a single-valued function of z, 

if n is an integer, takes the same value at the initial and final points of the contour integration.  It 

has thus been shown that expression (43) is also a solution of Hermite’s equation.  Since it 

represents a polynomial in x it must be identical with Hn (x) except for a constant multiplier.  So 

Hn (x)  is proportional to yn(x)   or  Hn (x) = k yn(x), at x = 0, 

Hn (x) =
!

2
n

n!)1( n/2








−

 for n even 

= 0 for n odd  

And from (43) yn(0) = dze z
i 2

1 2z-1n∫ −−

π
 =

n/2|
)1( n/2−

                            ∴k = n|  

Hence Hn (x) = dze z
i 2

n| 22 )xz(x1n −−−−∫π
   ----------  (45) 

 

3.10 Summary: 

     The solution of Hermite differential equation is worked.  Different series are obtained for even 

order polynomials and odd order polynomials.  Hermite functions are defined as a product of 

Hermite polynomial with an exponential function.  Generating function, recurrence relations, 

Rodrigue’s formula, differential as well as integral representations and orthogonal properties are 

given with worked out samples. 

 

3.11 Key Terminology: 

Hermite Polynomials  Hermite functions  Generating function  Rodriguez formula  

Orthogonal properties  Integral representation  Differential representations. 
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3.12 Self – assessment questions: 

1. Solve the differential equation in power series 

      2

2

dx
yd

 − 2x 
dx
dy

 + 2xy = 0 

when λ is an odd order integer.  Hence obtain H3(x) 

2. Prove the Rodrigue’s formula for Hermite polynomials 

Hn(x) = 
2xe (–1)n n

n

dx
 d ( )2-xe  for all integral values of n.  and hence find H3(x). 

3. Following generating function of Hermite polynomial, hence that y = Hn(x) is a solution 

of Hermite differential equation 

      y′′ − 2xy′ + 2xy = 0      

4. Show that { } (x)H.
m-n|
n|2

(x)H
dx
d

m-n

m

nm

m

=    for  m<n. 

5. Prove that ∞
∞−∫

2-xe  Hm(x) Hn(x) dx = 2n n| π δm, n       

6. Show that ∞
∞−∫ ψm(x) ψ′n(x) dx = 2n – 1 n| π δm, n    

Where  ψn(x) = 2/-x2

e  Hn(x) (See equation (42) of the lesson) 

7. Prove that Hn(−x) = (−1)n. Hn(x). 

8. Prove the recurrence relation of the Hermite function 

2x ψn(x) = 2n ψn – 1(x) + ψn+1(x). 

 

3.13 Reference Books: 

1.  B.D. Gupta              ‘Mathematical Physics’, Vikas publishing House, Sahibabad, 1980. 

2.  B.S. Rajput             ‘Mathematical Physics’,Pragati Prakashan, 1999. 

3. H. Margenau           ‘The Mathematics of Physics and Chemistry’, Affiliated East – West Pvt.    

                                      Ltd., 1971. 
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Unit – I 
Lesson – 4 

LAGUERRE POLYNOMIALS 

 

Objectives: 

 To find the solution of Laguerre differential equation. 

 To derive associated Laguerre Polynomials. 

 To provide integral representation of Laguerre Polynomials. 

 To find the differential representation of Laguerre Polynomials. 

 To prove the recurrence relations and orthonormalisation property of Laguerre 

Polynomials. 

 

Structure: 

4.1   Introduction. 

4.2   Solution of Laguerre’s differential equation 

4.3   Associated Laguerre Polynomials 

4.4   Integral representation of Laguerre Polynomials. 

4.5   Recurrence formulae for Laguerre Polynomials 

4.6   Differential (Rodrigue) formula 

4.7   Orthogonality of Laguerre Polynomials. 

4.8   Examples. 

4.9   Summary 

4.10 Key Terminology 

4.11 Self – assessment questions 

4.12 Reference Books 

4.1 Introduction: 

     There are very many particular differential equations which find all important place in the 

scientific applications.  Laguerre’s second order differential equation with variable coefficients is 

one such.  Particular attention may be drawn to the radial wave equation in quantum mechanics 

isomorphous with the differential equation in mathematics whose solutions are associated 

Laguerre functions.  But stress is given in this lesson to only Laguerre Polynomials. 

 

4.2   Solution of Laguerre’s Differential Equation:  Laguerre’s differential equation may be 

written as               xy′′ + (1 – x) y′ + λy = 0, where λ = constant          ------------  (1) 
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     This equation has a singularity at x = 0.  But the singularity is non – essential or removable 

and hence the method of series integration is allowed by Fusch’s theorem for solving this 

equation.  For this purpose, we takey = lK
l0
xa +

∞

=
Σ
l

 (where k is constant and a0 ≠ 0) as the solution 

of given differential equation. 

     Thus y′ = 
l
Σ (k + l) al x k + l – 1 and y′′ = 

l
Σ (k + l) (k + l – 1) al x k + l−2 

     Substituting these values in equation (1), we have 

l
Σ (k + l)2 al x k + l – 1  −

l
Σ a1 (k + l – λ) x k + l ≡ 0   ---------  (2) 

     This equation is true for all the values of x and hence the coefficients of all the powers of x are 

identically zero.  As such equating to zero the coefficient of the lowest power of x, i.e.,  of x k – 1, 

we have the indicial equation as 

k2a0 = 0   ----------  (3) 

since a0 ≠ 0;  so equation (2) holds good only if k = 0.  Then, we have 

Σ l2al x l – 1 −Σ al(l - λ) x l = 0   ---------  (4) 

Equating the coefficients of xj to zero, we have aj+1 = 21)(j
-j
+
λ

 aj. 

This is the recurrence relation for the coefficients. 

Thus               al = −λa0 = (−1)λ a0, 

a2 = 22
1 λ−

(−λa0) = 22
)1( −λλ

 a0 = 2)!2(
)1( −λλ

 a0 = (−1)2
2)!2(

)1( −λλ
 a0. 

                        a3 = 23
2 λ−

a0 = 2)!3(
)2)(1( −− λλλ

 a0 =(−1)3
2)!3(

)2)(1( −− λλλ
 a0, 

                          …             …          …          …          …          …          …        

ar = .a
)(r!

1)r)...(1()1(a
r

-1-r
02

r
  1-r2

+−−
−=

λλλλ
 

So y = l
l0
xa

∞

=
Σ
l

 = a0 







+

+−−
−+⋅⋅⋅−

−
+− ...x

)(r!
1)r)...(1()1(x

)(2!
)1( x1 r

2
r2

2

λλλλλλ ------- (5) 

     If λ = n, a positive integer, and if, we put a0 = n !, (some authors may take a0 = 1) then the 

solution for y contains only (n + 1) terms and becomes the Laguerre Polynomial of degree n. 

Thus (5) becomes Ln(x) = r
2

22n

0r
x

)r|(r-n|
)n|(!)1(−

Σ
=
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                                       = (−1)2








−+⋅⋅⋅++− !n )1(x

!2
1)-(nnx

!1
nx n2 -n 

22
 1 -n 

2
n   ----------  (6) 

This is the expression for Laguerre’s Polynomial. 

Equation (6) gives Ln(0) = n !, L0(x) = 1, L1(x) = 1 – x, L2(x) = x2 − 4x + 2, 

L3(x) = x3 + 9x2 − 36x + 6,  L4(x) = x4 − 16x3 + 72x2 − 96x + 48, and so on. 

Thus a Laguerre’s polynomial is the solution of equation 

xLn′′ (x) + (1 – x)Ln′(x) + nLn(x) = 0     ----------  (7) 

 

4.3   Associated Laguerre’s Polynomials: 

     Differentiating equation (7) p times, we have 

Ordinary Differential Equations and Useful Polynomials 

x 0
dx

Ldp)-n(
dx

Ldx)-1 p(
dx

Ld
p

p

2p

1p

2p

2p

=+++ +

+

+

+

    ----------  (8) 

If we substitute y = p
n

p

dx
)x(Ld

 in this equation then we get 

xy′′ + (p + 1 – x) y′ + (n – p) y = 0.             where p is an integer ≥ 0    ----------  (9) 

Thus the solution of equation (9) is  

y = p
n

p

dx
)x(Ld

 = ).x(Lp
n     ----------  (9a) 

This is called the associated Laguerre polynomial of degree n – p. 

     Let v satisfying associated Laguerre differential equation  

xv′′ + (p + 1 – x) v′ + (n – p) v = 0   ----------  (10) 

be related with another function y by the relation  

y = e−x/2x(p –1)/2v 

or 

v = ye−x/2x(p –1)/2. 

Substituting this expression of v in equation (10), we get 

xy′′ + 2y′ + 0 y  
4x

1-p
x
4

2
1-p-n

2

=







−−    ----------  (11) 

As seen from equation (9a), v = Lnp (x). 

So solution of equation (11) is y = e−x/2x(p –1)/2 Lnp (x) = yn, p    ----------  (12) 

This function y is called an Associated Laguerre Function. 
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4.4   Integral representation of Laguerre Polynomials: 

     Let us assume the integral 

yn = ∫ −
−

−
ρ

ρ
ρ

π
ρρ d e

1i2
1 )1(x -

 1 -n 

  such that   yn′ = ∫ −
−

−
ρ

ρ
ρ

π
ρρ d e

)1(i2
1 )1(x -

2

n 

 

and yn′′ = ∫ −
+−

−
ρ

ρ
ρ

π
ρρ d e

)1(i2
1 )1(x -

3

1n 

   ----------  (13) 

Laguerre’s polynomial is the solution of the differential equation 

xy′′ + (1 – x) y′ + ny = 0   ----------  (14) 

     If we substitute in this equation the values of yn, yn and yn′′ as given by equation (13), then we 

have 

∫ −

−







+

−
−

−
−

ρ
ρ

ρ
ρ
ρ

ρ
ρ

π
ρρ d e

1
n

1
)x1(

)1(
x

i2
1 )1(x -

1 --n 

2

2

 

for the left hand side of equation (14).  It may also be written as 

∫ 







−

− −
−

ρ
ρ

ρ
ρπ

ρρ d e
1d

d
i2

1 )1(x -
n 

  , 

     Which is equal to zero since quantity in the bracket takes same values at the initial and final 

points of the closed contour. 

     So L.H.S. of equation (14) is zero if y = ∫ −
−

−
ρ

ρ
ρ

π
ρρ d e

1i2
1 )1(x -

 1 -n 

 , and hence this value of y 

represents a solution of the Laguerre’s equation and hence we may have 

Ln (x) = cyn, (x), 

Where c is a constant.  If, we substitute x = 0 in equation (6), then, we have 

Ln (0) = n !     ----------  (15) 

Substituting x = 0 in the first equation of (13), we get yn (0) = ∫ −

−

ρ
ρ

ρ
π

d
1i2

1  1 -n 

 

     But the integral ∫ −

−

ρ
ρ

ρ d
1

 1 -n 

 may be calculated to be 2πi by the method of contour integration 

where the contour includes origin.  In this way, we get 

yn (0) = 0     -----------  (16) 

By comparing equations (15) and (16), we get c = n !   or   Ln (0) = n ! yn (0). 

So          Ln = n ! yn 
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But         yn =  ∫ −
−

−
ρ

ρ
ρ

π
ρρ d e

1i2
1 )1(x -

 1 -n 

 

Thus     Ln =  ∫ −
−

−
ρ

ρ
ρ

π
ρρ d e

1i2
 !n )1(x -

 1 -n 

   ----------  (17) 

     But yn given by the first of equation (13) when calculated by contour integration is found 

equal to the coefficient of ρn in the expression (1 – ρ)−1e−xρ / (1−ρ). 

     Actually, yn should be the coefficient of 
ρ
1

or ρ−1 in the Laurent equation of 
ρ

ρ
−

−

1

 1 -n 
ρ
ρ

-1
-x

e  i.e., 

the coefficient of ρn  in the expansion of (1 −ρ)−1 ρ
ρ

-1
-x

e . 

So, we have (1 −ρ)−1 ρ
ρ

-1
-x

e  = 
∞

=
Σ

0n
yn ρn = 

∞

=
Σ

0n

nn

!n 
)x(L
ρ    ----------  (18) 

This is generating function for Laguerre’s polynomial. 

 

4.5   Recurrence formulae for Laguerre Polynomials: 

(1) Ln is solution of equation xy′′ + (1 – x) y′ + ny = 0    

     So, we have      xLn ′′ + (1 – x) Ln′ + nLn = 0      ----------  (19) 

(ii) Differentiating equation (18) with respect to ρ, we have 

! 1)- (
x)(L

! 1)-(n
x)(Le

)-(1
-x1 1- 

1

1-n
n

1n

)-/(1x-
3 λ

ρρ
ρ
ρ λ

λ

λ

ρρ
∞

=

∞

=
Σ=Σ

−
 

or                (1 – x – ρ) 3

)-/(1-x

)1(
e

ρ

ρρ

−
 = (1−ρ)2

∞

=
Σ

1λ ! 1)- (
x)(L 1- 

λ
ρ λ

λ  

or        (1 – x – ρ)
∞

=
Σ

0λ ! 1)- (
x)(L  

λ
ρ λ

λ = (1−2ρ + ρ2)
∞

=
Σ

1λ ! 1)- (
x)(L 1- 

λ
ρ λ

λ  

Equating the coefficients of ρn on both the sides of this equation, we have 

(1 – x)
! 2)-(n

L
! 1)-(n

2L
!n 

L
! 1)-(n

L
!n 

L 1-nn1n1-nn +−=− +  

or (1 + 2n – x) Ln – n2 Ln –1 – Ln+1 = 0    ----------  (20) 

(iii) Differential generating function equation (18) w.r.t.  x, we have 

−(1−ρ)−1

ρ
ρ
−1

 e−xρ / (1−ρ) = 
∞

=
Σ

0n

nn

!n 
)x(L'
ρ  
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or   −ρ (1−ρ)−1 e−xρ / (1−ρ) = (1−ρ)
∞

=
Σ

0n

nn

!n 
)x(L'
ρ  

or       ρΣ− nn

!n 
)x(L
ρ  = (1−ρ)

∞

=
Σ

0n

nn

!n 
)x(L'
ρ  

Equating the coefficients of ρn on both the sides of this equation, we get 

                          
! 1)-(n

x)(L'
!n 
x)('L

! 1)-(n
x)(L 1-nn1-n −=  

                              Ln′(x) =  n L′n –1 (x) – nLn−1 (x)     ------------  (21) 

 

4.6   Differential Formula for Laguerre’s polynomial (Rodrigue Formula): 

     Differentiating generating function equation (18) n times w.r.t.  ρ, we have 

                ex n

n

ρ∂
∂ [ ])--x/(11 e)1( ρρ −−  = Ln(x) + Ln + 1(x) ρ + ….       ----------  (22) 

since all terms up to the term containing ρn – 1 vanish when differentiated n times. 

But               
ρ∂
∂ [ ])-(1-x / 1 e)1( ρρ −−  = 3)-(1

-x1
ρ
ρ−

 e−x / (1−ρ) 

So    
0

Lim
→ρ ρ∂

∂ [ ])-(1-x / 1 e)1( ρρ −−  = (1 – x)e−x = 
dx
d

 (x e−x). 

Similarly, 
0

Lim
→ρ 2

2

ρ∂
∂ [ ])-(1-x / 1 e)1( ρρ −−  = 2

2

dx
d

(x2 e−x)               and so on. 

Thus finally, we have 
0

Lim
→ρ n

n

ρ∂
∂ [ ])-(1-x / 1 e)1( ρρ −−  = n

n

dx
d

(xn e−x) 

And hence equation (22) for ρ → 0 gives 

Ln(x) = ex n

n

dx
d

(xn e−x)    ----------  (23) 

Which is Rodrigue’s representation of Laguerre’s polynomial. 

     The Rodrigue’s; representation of associated Laguerre’s polynomial is given by 

)x(Lk
n  = ex x−k n

n

dx
d

( e−x x n + k)    ----------  (24)             

4.7   Orthogonality of Laguerre Polynomials: 

Laguerre’s differential equation is not self – adjoint and thus Laguerre’s polynomials Ln(x) do not 

by themselves form an orthogonal set. 
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     However, the related set of functions  

φn(x) = 
!n 

1
e−x/2 Ln(x)   ----------  (25) 

where e−x/2  is the weight function of Ln(x) is orthogonal for the interval 0 ≤ x ≤ ∞, i.e., 

∫
∞

0
 e−x 

! m
 (x)Lm

!n 
 (x)Ln dx = ∫

∞

0
φm(x) φn(x) dx = δm , n    ----------  (26) 

It can be proved as follows: 

We know that Ln(x) = ex n

n

dx
d

(xn e−x).  Multiplying both sides with e−x x m and integrating w.r.t.  

x between the limits 0 to ∞, we get 

                                                  ∫
∞

0
 e−x x m Ln(x) dx = ∫

∞

0
 x m n

n

dx
d

(xn e−x)dx 

 =
∞










0

x-n
1-n

1-n
m ex

dx
dx − ∫

∞

0
mxm – 1

1 -n 

  1 -n 

dx
d

(xn e−x)dx = (−1)m ∫
∞

0
xm – 1

1 -n 

  1 -n 

dx
d

(xn e−x)dx 

= (−1)2 m(m – 1) ∫
∞

0
 xm – 2

2 -n 

2 -n 

dx
d

(xn e−x)dx = ……….. 

= (−1)2 . m ! ∫
∞

0 m -n 

  m -n 

dx
d

(xn e−x)dx                                                       (on integrating by parts) 

= 0 if n > m. 

similarly,          ∫
∞

0
 e−x x m Lm(x) dx = 0 if m > n. 

But Ln(x) is a polynomial of degree n in x and Lm(x) is a polynomial of degree m in x. 

Therefore,     ∫
∞

∞−
 e−x Lm(x) Ln(x) dx = 0 for m > n and for m < n 

Or                     ∫
∞

∞−
 e−x 

! m
 (x)Lm

!n 
 (x)Ln dx = 0 if m ≠ 0.   ----------  (27) 

For m = n,    ∫
∞

∞−
 e−x {Ln(x)}2 dx = (−1)n ∫

∞

∞−
 e−x x n Ln(x) dx 

(since the term of degree n in Ln(x) is(−1)n xn). 

Thus ∫
∞

0
 e−x {Ln(x)}2 dx = (−1)n ∫

∞

0
 e−x x n ex

n

n

dx
d

(xn e−x)dx 

                                        = (−1)n n ! ∫
∞

0
 x n (−1)n e−x dx  = n ! ∫

∞

0
 x n e−x dx = (n !)2   ---------  (28) 
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or                              ∫
∞

0 !n 
1

 e−x/2 Ln(x) . 
!n 

e 2/x−

 Ln(x) dx = 1 

Thus from equations (27) and (28), we get 

∫
∞

0
 e−x/2

! m
 (x)Lm  e−x/2

!n 
 (x)Ln dx = δm , n 

∫
∞

0
φm(x) φn(x) dx = δm , n     

 

Second method:  To prove that ∫
∞

0
 e−x

 m|
 (x)Lm .

 n|
 (x)Ln  dx = δm n 

Proof:  We have 
∞

=
Σ

0n  n|
 (x)Lt n

n

 = 
t 1

1
−

t-1
-tx

e  

and 
∞

=
Σ

0m
sm

 m|
 (x)Lm  = 

 s1
1
−

s-1
-sx

e  

Further,  

∞

=
Σ

0nm,
 e−x tn sm 

 n|
 (x)Ln

 m|
 (x)Lm  = e−x

t 1
1
− s1

1
−

t-1
-tx

e  . s-1
-sx

e  

Integrating both sides w.r.t.  x between the limits 0 to ∞, we can have a typical integral 

∫
∞

0
 e−x

 n|
 (x)Ln .

 m|
 (x)Lm  dx = coefficient of tn sm  in the expansion of  

∫
∞

0
 e−x

 s)-t)(11(
1

−
t-1

-tx

e  . s-1
-sx

e . dx 

But ∫
∞

0
 e−x

 s)-t)(11(
1

−
t-1

-tx

e  . s-1
-sx

e  = 
 s)-t)(11(

1
− ∫

∞

0
 







−
+

−
+

 s1
s

t 1
t1x-e . dx 

= 
 

s-1
s

t-1
t1s)-t)(11(

1





 ++−

 . 
∞

=








−
+

−
+










0

 s1
s

t 1
t1x-e

λ

 

= 
ts1

1
+−

(0 – 1) = 
ts1

1
+

 = [1 + ts + (ts)2 + …….] 

Here the coefficient of tn sm is zero (m ≠ n) and 1 for m = n. 
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∴∫
∞

0
 e−x

 n|
 (x)Ln .

 m|
 (x)Lm  dx = δm n 

 

4.8   Examples: 

 

1. Show that the generating function 

     
t 1

1
−

t-1
-tx

e  = 
∞

=
Σ

0n  n|
t n

 Ln(x). 

Solution:  We have 

t 1
1
−

t-1
-tx

e  = 
t 1

1
−

∞

=
Σ

0r  r|
1

 . 
r

t-1
xt







−  

                 = 
∞

=
Σ

0r

( )
 r|

1- r

 . 1r

rr

t)-(1
tx

+  = 
∞

=
Σ

0r

( )
 r|

1- r

 . xr tr (1 – t)−(r+1) 

                 = 
∞

=
Σ

0r

( )
 r|

1- r

 xr tr . 











+

++
+++ 2t

2|
2)1)(r(rt)1 r (1  

coefficient of tn = +⋅+⋅+ 2-n
2-n

1-n
1-n

n
n

1)x-n(n
 2-n|

(-1)nx
 1-n|

(-1)x
 n|

(-1)
 

                         = 
( )












−+++−

n|
n|

.)1(x
 2|
1)-(nnxnx

 n|
(-1)

2
n2-n

22
1-n2n

n

 

                        = 
n|

)x(Ln         as per equation (6) 

∴
t 1

1
−

t-1
-tx

e  = 
∞

=
Σ

0n  n|
t n

 Ln(x). 

 

 2. Prove that x L′n  = n Ln – n2 Ln–1 

Solution: We know the recurrence relations 

(1 + 2n – x) Ln – n2 Ln –1 – Ln +1  = 0   ----------  (20) 

and L′n  =n L′n – 1 – n Ln –1     ----------  (21) 

Differentiating (20) w.r.t.  x, we get 

 (1 + 2n – x) L′n −Ln – n2 L′n –1 – L′n+1  = 0    
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or  (1 + 2n – x) L′n −Ln – n2 L′n –1 – (n + 1)L′n + (n+1)Ln  = 0   from (21) 

(ie) (n – x) L′n − n2 L′n –1 + n Ln = 0 

or   (n – x) L′n − n(L′n + n Ln –1) + n Ln = 0   from (21) 

(ie)   x L′n = n Ln – n2 L′n –1 

 

3. Show that L′n(x) = n|−  
1-n

0r=
Σ  

 r|
x)(Lr  

Solution:  We know that
∞

=
Σ

0n  n|
t n

 L′n(x) = 
t 1

1
−

t-1
-tx

e  

Differentiating w.r.t.  x, 

∞

=
Σ

0n  n|
t n

 L′n(x) = 
t 1

t
−

−  . .
t 1

1



− 




t-1

-tx

e  

                        = −t (1 – t)−1
∞

=
Σ

0r  r|
t r

 Lr(x). 

                       = −t (1 + t + t2 +…..)
∞

=
Σ

0r  r|
t r

 Lr(x). 

or equating the coefficient of tn on both sides, 

 n|
1

 L′n(x) = − 1 . 
 0|

(x)L
1.......

 2-n|
(x)L.1

 1-n|
(x)L 02 -n 1 -n −−  

                   = −
1-n

0r=
Σ  

 r|
x)(Lr  

(ie) L′n(x) = n|−  
1-n

0r=
Σ  

 r|
x)(Lr  

 

4. If a function f(x) defined in (0, ∞) is expressed as f(x) = C0 L0(x) + C1 L1(x) + C2 L2(x) + …… 

then show that 

Ck = 
[ ] dx)x(Le

dx x)f(x)(Le

2
k

0

x-

0
k

x-

∫

∫
∞

∞

     k = 0, 1, ….. 
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Solution:  Multiply f(x) C0 L0(x) + C1 L1(x) + C2 L2(x) + …… with e-x Lk(x) and integrate 

w.r.t.  x, between the limits 0 to ∞, we get 

∫
∞

0
 e−x Lk(x) f(x)dx = C0 ∫

∞

0
e−x Lk(x) L0(x) dx + C1 ∫

∞

0
e−x Lk(x) L1(x) dx + ….  

                                                                                              + Ck ∫
∞

0
e−x Lk(x) Lk(x) dx + …… 

By the orthogonal property of Laguerre polynomial that  

∫
∞

0
 e−x Lm(x) Ln(x) dx = Ck ∫

∞

0
e−x [Lk(x)]2 dx 

or    Ck = 
[ ] dx)x(Le

dx x)f(x)(Le

2
k

0

x-

0
k

x-

∫

∫
∞

∞

. 

 

5. Find the value of L2(x) and evaluate ∫
∞

0
 e−x L2(x) xm dx where m is a +ve integer. 

Solution:  We know the Laguerre polynomial of degree n as  

    Ln(x) = (−1)n












−+++− n|.)1(x

 2|
1)-(nnk

1|
nx n2-n

22
1-n

2
n

 

∴ L2(x) = (−1)2 











+−

2|
1.2x4x

22
2  

             = x2 − 4x + 2. 

Now ∫
∞

0
 e−x L2(x) xm dx = ∫

∞

0
 e−x (x2 − 4x + 2) xm dx 

                                       = ∫
∞

0
e−x xm+2 dx – 4 ∫

∞

0
 e−x xm+1 . dx +2 ∫

∞

0
 e−x xm dx. 

                                       =      1m22m43m +++−+  

 

4.9   Summary: 

     Similar to the previous lessons, the structure of this lesson is also the same and it started with 

the second order Laguerre differential equation.  Having obtained the solution, one finds that 

choice of the arbitrary constant a0 is of two ways.  So while dealing with these polynomials 

caution should be exercised in asking and answering generations.  No doubt, associated Laguerre 
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polynomials are more useful.  However, due to their unwieldy nature, they are only introduced 

and stress is given to Laguerre polynomials. 

     Integral and differential representations of Laguerre polynomials are given.  Using the 

generating function, recurrence relations have been proved.  Orthonormalization property, using 

weight function, is proved.  Typical examples are worked out and probable questions are given. 

 

4.10 Key Terminology: 

Laguerre differential equation  Associated Laguerre polynomials  Generating function  

Rodrigue’s Formula  Integral representations  Weight functions  Recurrence relations. 

 

4.11 Self – assessment questions: 

1 Obtain the generating function of Laguerre Polynomial from its integral representation. 

2 State and prove the Orthonormalization property of Laguerre Polynomials. 

Or  

Show that φn(x) = e−x/2 Ln(x) from an orthonormal set. 

3. If Ln(x) is the Laguerre Polynomial of order n show that Ln(x) = ex n

-xnn

dx
).ex(d

 

4. Prove the recurrence relation for Laguerre Polynomial  

(1 + 2n – x) Ln(x) – n2 Ln – 1(x) – Ln + 1(x) = 0 

5. Show that )x(Lm
n is a solution of xy′′ + (m + 1 – x) y′ + (n – m) y = 0 when                                

     m is an integer m ≥ 0 

6. Find the expression of L4(x) and show that )x(L2
4  = 144 – 96x + 12x2. 

 

4.12 Reference Books: 

1.  B.S. Rajput             ‘Mathematical Physics’  Pragati Prakashan, Meerut,1999. 

2. H. Margenau and  G.M. Murphy   ‘The Mathematics of Physics and Chemistry’ Affiliated  

                                                             East – West Press Pvt. Ltd., 1971. 

3. P.P. Gupta, R.P.S. Yadav  and G.S. Malik,  ‘Mathematical Physics’, Kedarnath Ramnath,  

                                                                      Meerut, 1980. 
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Unit – II 
Lesson – 5 

ANALYTIC FUNCTIONS 

Objectives: 

 To introduce the basic concepts of complex numbers and functions. 

 To give the definitions of basic parameters and terminology in the complex region. 

 To understand the concept of many-valued and single valued functions. 

 To give the definition of analytic functions and to derive Cauchy – Riemann equations. 

 To bring the relation between analytic functions and harmonic functions. 

 

Structure: 

5.1   Introduction 

5.2   Basic concepts 

5.3   Definitions 

5.3.1 Neighborhood of a point 

5.3.2 Limit 

5.3.3 Continuity 

5.3.4 Derivatives 

5.3.5 Analytic functions 

5.3.6 Singular points 

5.4    Cauchy – Riemann equations 

5.5    Harmonic functions 

5.6    Examples 

5.7    Summary 

5.8    Key Terminology 

5.8    Self – assessment questions 

5.10 Reference Books 

 

5.1 Introduction: 

     Many scientific problems may be treated and solved by methods of complex analysis.  These problems 

can be subdivided into two large classes.  The first class consists of elementary problems dealing with 

electric circuits, vibrating systems etc., for which the knowledge of complex numbers gained in college 

Algebra and calculus is sufficient.  The second class of problems such as theory of heat, fluid dynamics 

etc., requires a detailed knowledge of the theory of complex analytic functions. 



 

 
 
 
 
 

M.Sc.,  PHYSICS                                                       2                               SANALYTIC FUNCTIONS 

     It will be seen that the real and imaginary parts of an analytic function are solutions of Laplace’s 

equation in two independent variables.  Consequently, two dimensional problems can be treated by 

methods developed in connection with analytic functions.  There is, however, large area of applications in 

scientific problems in which familiarity with the theory of complex functions beyond this minimum is 

indispensable. 

 

5.2 Basic concepts: 

     We consider a complex number as having the form a + ib where a and b are real numbers and i, which 

is called the imaginary number, has the property that i2 = − 1.  If z = a + ib, then a is called the real part of 

z and b is called the imaginary part of z and are denoted by Re (z) and 

 Im (z) respectively.  The symbol z stands for complex variable.  The complex conjugate or simply 

conjugate of z often denoted by  z or z* is given by a – ib.  The absolute value or modulus of a complex 

number or briefly mod z or |z| is given by |z| = |a + ib| = 22 ba +  = | z |.  Further z  z  = ( )222 ba +  = 

|z|2 which is an important property. 

     Since a complex number x + iy can be considered as an ordered pair of real numbers (x, y), we can 

represent complex numbers by means of the representative points (x, y) in two dimensional xy – plane 

called Argand plane in which x – axis is taken as real axis and y – axis as imaginary axis as shown in the 

figure 1. 

 

 

 

 

 

 

 

 

     Further if (r, θ) are the polar coordinates, then x = r cosθ and y = r sinθ.  So the complex number can 

also be represented as z = x + iy = r cosθ + i r sinθ = r (cosθ + i sinθ) = reiθ by Euler’s formula. 

Consider z1 = x1 + iy1 = r1 (cosθ + i sinθ) = r1 eiθ1  

where r1 = | z1| = 2
1

2
1 yx +   and θ1 = amp z1 = tan−1 

1

1

x
y

 is called the amplitude of z1 or argument of z1 

(arg z1).   

Similarly consider z2 = x2 + iy2 = r2 e iθ2    ,    Then  

y 

x O x 

y 

H 
θ 

P (x, y) 

r = 22 yx +  

Imaginary axis 

Real axis 

Fig 1: Argand diagram. 
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z1 z2 = r1 r2ei(θ1 +θ2) in which  

| z1 z2 | = r1 r2 = | z1| |z2 | and  

amp (z1 z2) = amp z1 + amp z2.   

(i.e) modulus of a product of complex numbers is equal to product of the moduli of  the individual 

complex numbers.  And amplitude of the product of complex numbers is the sum of the amplitudes of 

individual complex numbers.  

     A number ω is called as nth root of a complex number z if we write  

ω = z1/n = r1/n 





 +

+
+

n
k2sin i

n
k2cos πθπθ

         for k = 0,1,…….n–1  

In particular, if z = 1 = 1.ei0, then  

ω = 11/n = cos 





 +

n
ππ k2sin i

n
k2

 

             = 1, 
i

n
2

e
π

,
i

n
4

e
π

,……. are the nth roots of unity. 

     In w = f(z), if to each value of z, there corresponds only one value to w, then w is called a single 

valued function of z 

 

Example:  If w = z2, then for a single value z = 4 there corresponds one value to w as 42 = 16.   

So w = z2 is single valued.  On the other hand if w = 2
1

z , then for a single value of z = 4, there 

corresponds two values to w as + 2 and –2.  Thus its is a double valued or generally called as many 

valued function. 

Q:  Show that the modulus of the sum of two complex numbers does never exceed the sum of their 

moduli. 

Solution:  Let  z1 and z2 be the two complex numbers and their conjugates are 1z  and 2z  

Now | z1 + z2 |2 = ( z1  + z2 ) ( )21 z z +  = ( z1  + z2 ) ( )21 zz +               (∵z2 = z z ) 

                       = z1 1z  + z2 2z  + z1 2z  + z2 1z  

                       = 
2

1z + 
2

2z + z1 2z + 21zz  

                       = 
2

1z + 
2

2z + 2 Re (z1 2z ) 

                       ≤ 
2

1z + 
2

2z  + 2 | z1 2z |                                                (∵Re (z) ≤ |z|) 
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           or        ≤ 
2

1z + 
2

2z  + 2 | z1| | z2|                                                (∵ | 2z | = | z2| )             or    | z1 + 

z2 |2 ≤ ( | z1|  + | z2| )2 

(i.e) | z1 + z2 | ≤ ( | z1|  + | z2| )   ----------  (1) 

 

Q:  The modulus of difference of two complex numbers is greater than or equal to the difference of their 

moduli. 

Solution:  Let z1 and z2 be the two complex numbers and their conjugates are 1z and 2z .  Then  

   | z1 −z2 |2 = ( z1 − z2 ) ( )21 z z −  = ( z1  − z2 ) ( )21 zz −  

                   = 
2

1z + 
2

2z −2Re(z1 2z ) 

                   ≥ 
2

1z + 
2

2z −2| z1 2z |                                                                       (∵Re (z) ≤ |z|) 

                                                                                                                              and −Re(z)≥−|z| 

                  ≥ 
2

1z + 
2

2z  − 2 | z1| | z2|                                                                   (∵ | 2z | = | z2| )  

or | z1 - z2 | ≥ ( | z1|  -  | z2| )   ----------  (2) 

 

Note:  The inequalities (1) and (2) are important in future lessons on complex variables. 

     In coordinate geometry, the equation of a circle with origin as center and radius r is given by x2 + y2 = 

r2.  This can be represented in complex variables as 2z  = r2 or simply | z| = r.  Thus  

| z| = 1 represents the equation of a unit circle with origin as centre.  Generalizing this concept,  

|z - α| = r is the equation of circle with r units radius and centre at α (complex). 

     Some noteworthy points in understanding the circles are as follows. 

|z - α| = r     :  All the points on the circumference of the circle. 

|z - α| < r     :   All the points inside the circle. 

|z - α| ≤ r     :    All the points within and on the circumference of the circle. 

|z - α| > r     :    All the points outside the circle. 

5.3 Definitions: 

5.3.1 Neighborhood of point: 

     It is the set of all points z such that |z – z0| < ∈ where ∈ is an arbitrarily chosen small positive number.  

i.e., all points interior to |z – z0| = ∈ are called the neighborhood of z0. 
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5.3.2 Limit: 

  Let f(z) be defined and single - valued.  Let f(z) = u(x,y) + iv(x,y).  We say that the number λ is limit of 

f(z) as z approaches z0 and write
0zz

Lt
→

f(z) = λ if for any arbitrary small positive number ∈, we can find 

some positive number δ such that |f(z)−λ| < ∈ for all values in |z – z0| < δ.     

     This means that the values of f(z) are as close as desired to λ for all z which are sufficiently close to z0 

as shown in figure 2. 

 

  

 

 

 

 

 

 

 

Note:  The definition of a limit implies that in whatever manner z may approach z0, the limit must be 

uniquely λ.  Since z is a function of x and y (two dimension), z may approach z0 along any  

 

radius vector or any curve.  Recalling our concept of a limit in one dimension, 
ax

Lt
→

f(x) = k, it means that 

the limit from the left and the limit from the right should be equal for the uniqueness of the value k and 

there are no other paths. 

 

5.3.3 Continuity: 

     A single valued function f(z) is continuous at the point z0, if for a given arbitrarily small positive 

number ∈, there exists a number δ such that | f(z) − f(z0) | < ∈ for all z satisfying      |z−z0| < δ where δ 

depends on ∈. 

     This means that f(z) is continuous at z0 if 
0ZZ

Lt
→

f(z) uniquely exists in whatever manner z approaches z0 

and that value is the value of the function at z0.     Or         
0ZZ

Lt
→

f(z) = f(z0). 

5.3.4 Derivatives: 

     If f(z) is single valued in some region of the z –plane, the derivative of f(z) is defined as 

O O 

y v 

x u 

z 

f(z) z0 

λ 

δ 

∈ 

Fig 2:  Limit. Dotted line shows the correspondence between z 
approaching z0 and f(z) approaching λ 
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 f ′(z) =
0Z

Lt
→∆ z

  f(z)-z)f(z
∆
∆+

   ----------  (3) 

provided that the limit exists in whatever manner ∆z approaches zero.  In such case we say that f(z) is 

differentiable at z. 

 

5.3.5 Analytic functions: 

     A function f(z) which is single valued and differentiable at every point of a region, is said to be 

analytic in the region.  The terms regular and holomorphic are sometimes used as synonyms for analytic. 

 

1.3.6 Singular points: 

     A point at which f(z) fails to be analytic is called a singular point or singularity of f(z).  We consider 

various types of singularities that exist at a latter stage. 

Note:  The practical approach in finding out the singular point is to find out the point where the given 

function becomes infinite. 

 

5.4 Cauchy – Riemann equations: 

Q:  A necessary condition that w = f(z) = u (x, y) + iv (x, y) be analytic in a region R is that u and v 

satisfy the Cauchy – Riemann equation 

x
u 
∂
∂

 = 
y
 v

∂
∂

 and 
y
u 
∂
∂

 = 
x
 v

∂
∂

−    ----------  (4) 

or        ux = vy and uy = - vx 

In addition to the existence of the partial derivatives in (4), if they are also continuous, then the Cauchy – 

Riemann equations are sufficient conditions for f(z) to be analytic in R. 

 

Solution: 

     Necessary: 

          If f(z) = u (x, y) + iv (x, y) is to be analytic, the limit 

0Z
Lt
→∆ z

  f(z)-z)f(z
∆
∆+

   = f ′(z) 

                                         = 
0y
0x

Lt
→∆
→∆ y ix

y)] iv(x,y) [u(x,-y)]y x,iv(xy)y x,u(x[
∆+∆

+∆+∆++∆+∆+
 

--------------  (5) 

must exist in whatever manner ∆z or (∆x and ∆y) tends to zero.  Let us consider two simple approaches  
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Case 1:  In ∆z = ∆x + i ∆y approaching zero let us consider that ∆y = 0 which means that ∆z = ∆x (purely 

real).  So ∆z tending to zero means it approaches zero along the real axis.  In such a case, (5) becomes 

f ′(z) =
0x

Lt
→∆ 





∆
−∆+

+
∆

−∆+
x 

y) v(x,y)x,v(xi
x

y) u(x,y),xu(x
 

         = ux +ivx   ----------  (6) 

provided the partial derivative exist. 

Case 2:  If ∆x = 0 and ∆y→0, then ∆z = ∆y (purely imaginary) tends to zero.  So (5) becomes 

f ′(z) = 
0y

Lt
→∆ 








∆

−∆+
+

∆
−∆+

y 
y) v(x,y)y v(x,

y i
y) u(x,y)y u(x,

 

  

       = 
i
1

 uy + vy = – i uy + vy.  ----------  (7) 

Now f(z) cannot be analytic unless these two limits as in (6) and (7) must be identical.  So the necessary 

condition that f(z) be analytic is  

ux + i vx= – i uy + vy 

Or     ux = vy ;   vx = – i uy     ----------  (8) 

Sufficient: 

     Apart from the existence of the partial derivatives in (8), since ux and uy are supposed continuous, we 

have 

∆u = u(x + ∆x, y + ∆y) – u (x, y) 

     = {u(x + ∆x, y + ∆y) – u (x, y +∆y)} + { u (x, y +∆y) - u (x, y)} 

     = (ux + ∈1) ∆x + (uy + η1) ∆y        by mean value theorem 

     = ux ∆x + uy ∆y + ∈1∆x + η1∆y 

     where  ∈1 and η1 tend to zero as ∆x→0 and ∆y→0 

Again, considering that vx and vy are supposed continuous, we get a similar expression for ∆v as 

∆v = vx∆x  + vy∆y + ∈2∆x + η2 ∆y  where  ∈2, η2 tend to zero as ∆x and ∆y tend to zero. 

Then ∆w = ∆u + i ∆v 

                = (ux + i vx) ∆x  + (uy + i vy) ∆y + ∈∆x + η∆y   ----------  (9) 

     Where ∈ = ∈1 + i ∈2 →0 and η = η1 + i η2 →0 as ∆x→0 and ∆y→0. 

If  ∆w = f(z) satisfies Cauchy – Riemann equations then we have to prove that unique derivative of f(z) 

exists. 

By Cauchy – Riemann equations, (9) takes the form  
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  ∆w = (ux + i vx) ∆x  + (-vx + i ux) ∆y + ∈∆x + η∆y    

        = (ux + i vx) (∆x + i ∆y) + ∈∆x + η∆y    

Dividing with ∆z = ∆x + i ∆y and taking the limit as ∆z →0, we see that 

dz
dw

 = f ′(z) = 
0Z

Lt
→∆ z

w
∆
∆

 = ux + i vx  ----------  (10) 

so that the derivative exists and unique.  That is f(z) is analytic. 

 

5.5 Harmonic functions: 

     If a function having continuous second order partial derivatives satisfies Laplace’s equation, then that 

function is called harmonic function. 

     Every analytic function f(z) satisfies Cauchy – Riemann equations 

dx
du

 = 
dy
dv

 ;  
dy
du

 = −
dx
dv

     -------------  (8) 

Differentiating the first equation of (8) partially w.r.t. x and the second equation w.r.t y and adding, we 

get  

2

2

x
u

∂
∂

 + 2

2

y
u

∂
∂

 = 0   -----------  (11) 

Similarly, differentiating first equation of (8) partially w.r.t. y and the second w.r.t. x and subtracting, we 

get 

2

2

x
v

∂
∂

 + 2

2

y
v

∂
∂

 = 0   -----------  (12) 

Thus in the analytic function 

f(z) = u(x, y) + i v(x, y) 

u and v satisfy Laplace equation and hence they are called harmonic functions.  Further, two harmonic 

functions u and v are such that u + iv is an analytic function, then they are called conjugate harmonic 

functions.  (This ‘conjugate’ term should not be confused with the complex conjugate of a complex 

number) 

 

5.6 Examples: 

(1) Show that f(z) = z  is nowhere analytic  

Solution:    If  f(z) = z  = x – iy, then  

               f(z + ∆z) = z  + z∆  = (x – iy) + (∆x – i∆y) 
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∴
dz

zd
 = 

0Z
Lt
→∆

 
z

  f(z)-z)f(z
∆
∆+

 = 
0y
0x

Lt
→∆
→∆ yi x 

yi -x 
∆+∆
∆∆

 

Let ∆x and ∆y approach along the radius vector  

y = mx. Then 

dz
zd

 = 
0x

Lt
→∆ x m i x 

x m i -x 
∆+∆
∆∆

 = 
0x

Lt
→∆ mi1

 m i - 1
+

 

              = 
 m i  1
 m i - 1

+
.     This value is not unique since m is an arbitrary constant.  So 

dz
zd

 does not exist.  

Hence it is nowhere analytic. 

 

(2) Prove that the function u + iv = f(z) where 

f(z)= 








=

≠
+

+

0)(z                           0              

0) (z              
 yx

 i)-(1y-i)(1x
22

33

 

Is continuous and that the Cauchy – Riemann equation are satisfied at the origin’ 

Yet f ′(0) = does not exist. 

Solution:            f(z) = 
 yx

 i)-(1y-i)(1x
22

33

+
+

 

                                   = 
 yx
 y-x

22

33

+
 + i 

 yx
 yx

22

33

+
+    from which 

                             u = 
 yx
 y-x

22

33

+
 and v = 

 yx
 yx

22

33

+
+     when z ≠ 0. 

Both u and v are rational and finite for all values of z ≠ 0.  Hence f(z) is continuous for all z ≠ 0.  

Now at z = 0, both u and v are zero.  So they are continuous at the origin. 

We know that 

               
x
u
∂
∂

 = 
0h

Lt
→

 
h

y) u(x,- y) h,u(x +
 

∴
0 y 
0 x x

u

=
=








∂
∂

   = 
0h

Lt
→

 
h

0) u(0,- 0) u(h,
 

                       = 
0h

Lt
→ h

0 -h 
 = 1                                           (∵at z = 0, f(0) = 0) 

Similarly, it is seen that  
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0 y 
0 x y

u

=
=









∂
∂

      = 
0h

Lt
→ h

0 -h -
 = −1                                            

 
0 y 
0 x x

v

=
=








∂
∂

     = 
0h

Lt
→ h

0 -h 
 = 1  

0 y 
0 x y

v

=
=









∂
∂

      = 
0h

Lt
→ h

0 -h 
 = 1  

Thus at the origin ux =vy and uy = −vx (i.e) Cauchy – Riemann equation are satisfied.  But the derivative at 

the origin is  

f ′(0) = 
0Z

Lt
→ 0-z

 f(0)-f(z)   

        = 
0y
0x

Lt
→
→

 
 y) i)(xy(x

 y-x
22

33

++
 + i 

 y) i)(xy(x
 yx

22

33

++
+

 

Since both numerator and denominator are homogeneous expressions of the same order, let x and y 

approach zero along any radius vector (i.e.) y = mx.  Then  

f ′(0) =
0x

Lt
→

 
im)1)(m1(

m1
2

3

++
−  + i 

im)1)(m1(
m1

2

3

++
+  

which is independent of x.  Further, since m is arbitrary, f ′(0) is not unique and f(z) is 

continuous everywhere. 

 

(3) Show that f(z) = |xy|  is not analytic at the origin although Cauchy – Riemann equations are 

satisfied at that point. 

Solution:   Given that f(z) = |xy| .  Since |xy| is always a positive quantity, f(z) = |xy|  is always 

real.  So u(x, y) = |xy| ; v (x, y) = 0. 

Now 
0 y 
0 x x

u

=
=








∂
∂

   = 
0h

Lt
→ h

0) u(0,- 0) u(h,
  = 

0h
Lt
→

 
h

0 - 0
 = 0 
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Similarly 
y
u
∂
∂

, 
x
v
∂
∂

 and 
y
v
∂
∂

 are zeros.  So Cauchy – Riemann equation are satisfied at the origin. 

Now f ′(0) = 
0Z

Lt
→ 0-z

 f(0)-f(z)
 =

0y
0x

Lt
→
→

 
y ix
|xy|

+
 

     Since the numerator and denominator are homogeneous expressions of the same order, consider the 

radius vector y = mx along which x and y approach zero.  Then  

f ′(0) = 
0x

Lt
→ m) ix(1

|m|x
+

 = 
m) i(1
|m|

+
 which gives different values for different values of the arbitrary 

constant m.  Hence f ′(0) is not unique or the derivative does not exist or f(z) is not analytic at the origin. 

 

(4) Show that w = x2 – y2 +2 i xy is everywhere analytic in the entire complex plane and express the 

derivative of  w  w.r.t  z as a function of z alone. 

Solution:  Given that w = (x2 – y2) +2 i xy  in which u = x2 – y2 and v = 2 xy 

∴ux = 2x, uy = - 2y;   vx = 2y, vy = 2x 

(i.e.) Cauchy – Riemann equations are identically satisfied in the complex plane.  More over the 

first order partial derivatives are everywhere continuous.  So the derivative 
dz
dw

 should exist 

according to the sufficient condition for the analytic functions and it is given by  

dz
dw

 = ux +ivx   ----------  (10) 

         = 2x + 2iy = 2(x + iy) = 2z. 

 

(5) In any analytic function w = u(x, y) + iv(x, y), if x and y are replaced by their equivalents, 

x = 
2

 z z +
  and y = 

2i
z  z −

 

then w will appear as a function of z alone 

 

Solution:   Although z and z  are clearly dependent, w can be formally considered as a function two new 

independent variables z and z .  Then, if w has to appear as a function of z only, we have to prove that  

 z
w
∂
∂

 is identically zero. 

Now  
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 z
w
∂
∂

 = 
z

iv)(u
∂
+∂

 = 
 z

u
∂
∂

 + i 
 z

v
∂
∂

 

                 = 







∂
∂

∂
∂

+
∂
∂

∂
∂

 z
y

y
u

 z
x

x
u

 + i 







∂
∂

∂
∂

+
∂
∂

∂
∂

 z
y

y
v

 z
x

x
v

 

But from the expression of x and y in terms of z and z ,  

z
x
∂
∂

 = 
2
1

          ;         
z
y
∂
∂

 = −
i2

1
 = 

2
i

 

So  

 z
w
∂
∂

 = 





 + yx u

2
iu

2
1

 + i 





 + yx v

2
iv

2
1

 

         = 
2
1 ( )yx vu −  + 

2
i ( )xy vu +  = 0 

(∵ w = u + iv is given as analytic and so u and v satisfy Cauchy –Riemann equation) 

(i.e.) w is a function of z alone. 

 

(6) Find v of the analytic function f(z) = u + iv   if  u = e−x (x sin y – y cos y).  Express f(z) as a 

function of z.   

Solution:  Since f(z) is analytic, it should satisfy Cauchy – Riemann equations.  So  

vy = ux = e−x sin y – x e−x sin y + y e−xcos y     ----------  (13) 

vx = -uy = e−x cos y – x e−x cos y – y e−xsin y    ----------  (14) 

Integrating (13) partially w.r.t y, we get  

v = - e−xcos y + x e−xcos y + e−x(y sin y + cos y) + G(x)   

  = y e−xsin y + x e−x cos y + G(x)   ----------  (15) 

where G(x) is an arbitrary real function of x. 

 

substituting (15) in (14), we get 

−y e−xsin y – x e−x cos y + e−xcos y + G′(x)        

= −y e−xsin y – x e−x cos y – y e−xsin y     

or    G′(x) = 0       i.e.,       G(x) = k     (a constant) 

So (15) gives v = y e−xsin y + x e−x cos y + k   ----------  (16) 

∴f(z) = u + iv 
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          = e−x 






 +

−
−

2
eey

i2
eex

-iyiy-iyiy

 + i e−x 






 +

+
−

2
ee

i2
eey

-iyiy-iyiy

x  + ik 

         = i (x + iy) e−(x+iy) + ik = iz e−z + ik 

Some more methods of finding f(z) as a function of z: 

 

Method 1: 

     We have           f(z) = f(x +iy) = u(x, y) + iv(x, y) 

Putting y = 0,        f(x) = u (x, 0) + iv (x, 0) 

Replacing x by z,  f(z) = u(z, 0) + iv(z, 0)  

In the given problem u(z, 0) = 0, v(z, 0) = z e−z 

∴f(z) = iz e−z    apart from an additive constant. 

 

Method 2: 

Let us put 
x
u
∂
∂

 = u1(x, y) and 
y
u
∂
∂

 = u2(x, y).  From the sufficient condition of the analytic function f(z), it 

is seen that f ′(z) = 
x
u
∂
∂

 + i
x
v
∂
∂

    ----------  (10) 

                                                     = 
x
u
∂
∂

−i
y
u
∂
∂

 

or                                 f ′(x + iy) = u1(x, y) − i u2(x, y) 

Putting y = 0,                      f ′(x) = u1(x, 0) − i u2(x, 0) 

Replacing  x by z,               f ′(z) = u1(z, 0) − i u2(z, 0) 

Or                                       f ′(z) = 0 – i (z e−z - e−z) = -i (z e−z - e−z)     from (13) and (14) 

 

Integrating w.r.t. z, f(z) = i z e−z apart from the integrating constant. 

By separating this into real and imaginary parts, we get v = e−x(y sin y + x cos y) apart from a constant. 

Note:  This is a method for obtaining f(z) without finding the conjugate function. 

 

Method 3:  

 After finding v(x, y) and substituting x = 
2

zz +
, y = 

2i
zz −

 in f(z) = u(x, y) + iv (x, y) one can find f(z) 

as a function of z alone after a tedious  procedure. 
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(7) If u and v are conjugate harmonic functions, show that v and – u as well as –v and u are also 

conjugate harmonic functions, but that v and u are not. 

Solution:  Here we have to consider these conjugate functions as real and imaginary parts in their order 

for the complex function. 

Given that f(z) = u + iv is an analytic function 

∴ uz = vy 

     uy = vx 

Then v – iu is analytic if vx = - uy and vy = uz  

Similarly –v + iu is analytic if –vx = uy and –vy = -ux  

Which are true from the above Cauchy – Riemann equation. 

However v + iu is not analytic as vx = uy and vy = -ux are not the same as the Cauchy – Riemann 

equations. 

 

(8) If ω = u(x, y) + iv(x, y) is an analytic function of z, then the curves of the family         u(x, y) = c 

are the orthogonal trajectories of the curves of the family v(x, y) = k and vice versa. 

Solution:   Since u(x, y) = c 

∴
x
u
∂
∂

 dx + 
y
u
∂
∂

dy = 0 

 

or                     
dx
dy

 = − 
y

x

u
u

 = + 
x

y

v
v

                                   (due to Cauchy – Riemann equation.) 

Again with the trajectories v(x, y) = k, we get  

                         
dx
dy

 = −
y

x

v
v

 

If the two trajectories are orthogonal, the product of the two slopes must be equal to –1.  Thus, from the 

slopes obtained, it is seen that 








x

y

v
v

 x 









−

y

x

v
v

 = –1 

     Hence the result. 

 

5.7 Summary: 

     This lesson, starting with an introduction, projects the rudiments of complex numbers and functions.  

Then the basic definitions of certain parameters already familiar in real analysis are given with respect to 

complex region.  Uniqueness of the limit is highlighted which can be appreciated while dealing with the 

Cauchy – Riemann equation. 
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derivation of Cauchy – Riemann conditions.  The equation of circle and inequalities in the complex plane, 

play important role in future theorems and problems. 

     The definition of an analytic function is given and the necessary and sufficient conditions for a 

function to be analytic are derived.  The real and imaginary parts of every analytic function are seen to be 

harmonic functions (conjugates) satisfying Laplace equation. 

     Typical and assorted problems have been worked and questions given at the end of the lesson. 

 

5.8 Key Terminology:             

Argand diagram  mod.z  amp.z  polar form  single valued function  neighborhood  limit  

continuity  differentiability  Analytic functions  Cauchy – Riemann equations  Harmonic 

functions. 

 

5.9 Self – assessment questions: 

1. If f(z) = u + iv is an analytic function where u2+v2 is a constant, show that f(z) is a constant. 

2. Show that u = x3 – 3xy2 + 3x2 – 3y2 + 1 is a harmonic function.  Find its harmonic conjugate of 

the analytic function f(z) = u+iv and determine f(z) as a function of z. 

3. Show that w = z z  is everywhere continuous and it is nowhere analytic except at the origin. 

4. If z = reiθ, show that the Cauchy – Riemann equations take the form 

       ur = 
r
1

vθ and vr = −
r
1

 uθ 

5. If f(z) and  f(z) are both analytic functions show that f(z) is a constant. 

6. If f(z) = u + iv is an analytic function where v = amp.z, show that v is a harmonic function and 

find f(z) . 

7. In the analytic function f(z) = u + iv, u = ln(x2 + y2) obtain f(z) as a function of z without finding 

the harmonic conjugate of u. 

8. Determine the analytic function f(z) = u + iv when u + v = x2 − y2 + 2xy. 

 

5.10 Reference Books: 

1. M.R. Spiegel           ‘Complex variables’,  McGraw – Hill Book co., 1964. 

2.  E. Kreyszig            ‘Advanced engineering mathematics’, Wiley Eastern Pvt., Ltd., 1971. 

3.  B.D. Gupta              ‘Mathematical Physics’, Vikas publishing House, Sahibabad, 1980. 
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Unit - II

Lesson - 6

COMPLEX INTEGRATION

Objective of the lesson :

* To give the definition of integration in complex variables

* To evaluate certain basic integrals from the definition of integral

* To explain the important concepts of simply and multiply connected region.

* To prove Cauchy's theorem on analytic function.

* To derive Cauchy's integral formula both on simply and multiply connected region.

* To prove derivatives theorem on analytic function

* To prove the converse of Cauchy's theorem

Structure of the lesson :
6.1 Introduction

6.2 Some definitions

6.3 Complex line integrals

6.4 Concepts on basic integrals

6.5 Simply connected and multiply connected regions

6.6 Cauchy's theorem

6.7 Cauchy's integral formula

6.8 Cauchy's integral formula for multiply connected region

6.9 Derivatives theorem on analytic functions

6.10 Morera's Theorem

6.11 Examples

6.12 Summary of the Lesson

6.13 Key Terminology

6.14 Reference Books

6.15 Self Assessment Questions
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6.1 Introduction
The definition of an integral in complex variables runs on similar lines as in real analysis.

The importance is stressed in the evaluation of integrals around closed contours. Cauchy's theorem
is given to make certain integrals easy for evaluation. The values of the complex functions and their
derivatives at given points are expressed interms of the integrals containing those functions.
Examples for further understanding are given.

6.2 Some Definitions :

If a point on arc is such that    z t i t   and if  and  are real continuous functions of

the real variable 't' defined in the range t   , then the arc is called a continuous arc.

If z is satisfied by more than one value of t in the given range, then the point z is a multiple
point of the arc.

A continuous curve without multiple points or which does not interesect itself is called a
Jordan Curve.

A continuous Jordan curve made up of a finite number of regular arcs is called a contour.

6.3 Complex line integrals (Riemann's definition of integration) :

Let a function  f z of complex variable z be a continuous function defined along the curve

C with end points A and B as shown in Fig. 1 Let 0 1 2, , , ....... nZ a Z Z Z t  be a mode of subdivision

of the curve C.

A

B

*
*

*

*

*

*

*

0z a
1z

2z

1rz 

rz

1nz 

n bz 

O x

Y

1
2

r

C

Fig. 1

Let 1 2, ,......, n   be the set of points in the n subdivisions of the curve C such that 1 lies on

the arc 0 1 2,Z Z  lies on 1 2Z Z and so on.
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Now form the sum    1
1

n

r r r
r

Z Z f 


 where 1r r rZ Z   .

When the number of subdivisions is made inifinite, then the limit of the sum, if exists uniquely

for any path whatsoever joining a to b, is called the integral of  f z over C from a to b. It is written

as

     1
1

bn

r r r
n r a

Lt Z Z f f z dz
 

   .

Note : When the integral is taken around a closed contour, the traversal along the closed path in
the counter clockwise direction is conventionally taken as positive direction.

6.4 Concepts on Basic Integrals :

Q. Evaluate
C

z dz with the help of the definition where C is

(i) from a to b (ii) Closed

Solution : (i) By definition,

     1
1

n

r r r
n rC

f z dz Lt Z Z f 
 

 

Here  1
1

n

r r r
n rC

z dz Lt Z Z 
 

 

r is any point in the very small interval 1rZ  to rZ when n  . In such a case, r can be

taken as equal to 1rZ  or rZ or any other point in between 1rZ  and rZ .

So when 1r rZ  , the above integral reduces to

   1 1
1

n

r r r
n rC

f z dz Lt Z Z Z 
 

  ............. (1)

Similarly, when r rZ  , then

   1
1

n

r r r
n rC

f z dz Lt Z Z Z 
 

  ................. (2)

Now  
1

(1) (2)
2

 gives
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     1 1 1
1

1

2

n

r r r r r r
n rc

f z dz Lt Z Z Z Z Z Z  
 

      

 2 2
1

1

1

2

n

r r
n r

Lt Z Z 
 

 

 2 2
0

1
.

2
n

n
Lt Z Z


 

 2 21
.

2
b a  because Z

0
= a and Z

n
= b

(ii) If C is a closed contour, the starting point Z
0

= a coincides with the end point Z
n

= b in

which case

0
c

z dz 

Q. Starting from definition evaluate dz where C is (i) open (ii) closed.

Solu: (i) From the definition, we have

    1
1

n

r r r
n rC

f z dz Lt f Z Z 
 

    

Here  f z = 1, So  1
1

1.
n

r r
n rC

dz Lt Z Z 
 

 

or      1 0 2 1 1........... n n
nC

dz Lt Z Z Z Z Z Z 


         

=  0n
n
Lt Z Z




 b a   Chord ab 0 , nZ a Z b 

(ii). If the curve is closed so that 0Z and nZ coincide, then 0
C

dz 

Q. If  f z is integrable along a curve C having a finite length L and if there exists a positive number

M such that  f z M on C, then  
C

f z dz ML

Solution : By definition,

     1
1

n

r r r
n rC

f z dz Lt f Z Z 
 

    
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     1
1

n

r r r
n rC

f z dz Lt f Z Z 
 

    

   1
1

n

r r r
n r

Lt f Z Z 
 

 

1
1

n

r r
n r

LtM Z Z 
 

 

ML (since 1r rZ Z  is the chord length same as arc

length as n is tending to  , the sum of these
arc lengths is the length of the curve (i.e.) L)

6.5 Simply and Multiply Connected Regions :

(i) Simply connected region :

A region R is called simply connected if every closed curve C in R can be continuously
shrunk to any point in R without leaving R as shown in Fig. 2.

R

C

Fig. 2.

OR

The interior of a closed curve which has no self-intersections is the simply connected
region.

The simply connected region has only one boundary i.e., The external boundary.

(ii) Multiply connected Regions :

A region R which is not simply connected is called multiply connected region. A doubly
connected region has one external boundary and one internal boundary. A triply connected region
has two internal boundaries apart from one external boundary as shown in Fig. 3.
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C

1C

C

1C
2C

(a) (b)

Fig. 3. (a) Doubly connected region (C-external, and C
1
- internal boundaries)

(b) Triply connected region (C-external and C
1
and C

2
being internal boundaries)

(iii) Change of multiply connected regions into simply connected regions :

A multiply connected region is converted into a simply connected region as shown in Fig. 4
by making cross cuts.

1C 2C

1L

2L

Fig. 4

A thin cross cut should be made from the outer boundary to the inner boundary in the
shortest length possible. As there are three boundaries in the multiply connected region (Fig. 3b),
the connected region with cross cuts in Fig. 4 has only one boundary and hence it is a simply
connected region.

Thus the theorems, which are true for simply connected regions are also true for multiply
connected regions as they can be converted into simply connected regions by making cross cuts.

C
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6.6 Cauchy's theorem (Cauchy's integral theorem) :

Theorem : If  f z is an analytic function of z and if  f z is continuous at each point within and on

a closed contour C, then   0
C

f z dz  .

Proof : We know the Green's theorem in a plane that if    , , , ,
Q

P x y Q x y
x




and

P

y



 are all

continuous function of x and y in the domain 'D', then

 
C D

Q P
P dx Qdy dx dy

x y

  
     

  
.............. (1)

Let the given function be      , v ,f z u x y i x y  where z x iy  and dz dx i dy 

     v
C C

f z dz u i dx i dy    

   v v
C C

u dx dy i dx u dy    

   v vx y x y
D D

u dx dy i u dx dy      by (1)

= 0 by Cauchy - Riemann equations since  f z is analytic.

Note : (i) Without asuiming the continuity of  f z , the theorem can be proved. (i.e.) If  f z is

analytic evrywhere within and on the boundary of the closed contour C, then   0
C

f z dz  . This

theorem is named as Cauchy - Goursat Theorem whose proof is not necessary here. However, in

future, whenever  f z is analytic everywhere in the region, we apply its implication that

  0
C

f z dz  .

(ii) If  f z is analytic in a region bounded by two simple closed curves C and C
1

(sense of

direction being positive) i.e., in a doubly connected region (Fig. 3a), even then the Cauchy's integral
theorem holds good. The argument runs as follows. The doubly converted region (Fig. 3a) can be
connected into a simply connected region as shown in Fig. 4 by making cross cut. In such a

region, the boundary being 1 1 2,C L C L Cauchy's integral Theorem is applicable.

So  
1 1 2

0
C L C L

f z dz
 

       
 
 
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or    
1C C

f z dz f z dz  .............. (2)

Since 1L and 2L are the same integrals with opposite sense of direction and hence
1 2L L

 

is zero.

The concept of (2) is important in future. In n-ply connected region, similar equation to (2)
can be written as

       
1 2 1

.....
nC C C C

f z dz f z dz f z dz f z dz


        

6.7 Cauchy's Integral formula :

Statement : If  f z is analytic inside and on the boundary of 'C' of a simply connected

region and if 'a' is any point interior to 'C', then

 
 1

2 C

f z
f a dz

i z a
 


 ............. (3)

*

1C
C

Fig. 5

Proof : The function
 f z

z a
is everywhere analytic in C except at the singularity Z = a. If we remove

the singularity by encircling with 1 :C Z a   as shown in Fig. 5, then in the doubly connected

region between the closed curves 'C' and ' 1C ', the function
 f z

z a
is everywhere analytic. So,

according to Cauchy's integral theorem,
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   

1

0
C C

f z f z
dz dz

z a z a
  

 

or
       

1 1C C C

f z f z f a f a
dz dz dz

z a z a z a


   

  

1 2I I  ......... (4)

       

1 1

1 1:
C C

f z f af z f a
I I dz dz

z a z a


  

 

2

0

d  


  iz a e    , idz e i d 

dz d  and  f z is a continuous at z = a, and so

(i.e.) 2    f z f a   for all z a    

 1 0I 

 
 

1

2

2
0

:
i

i
C

f a e i d
I dz f a

z a e





 


 



 2 i f a

 (4) becomes
 

 2
C

f z
dz i f a

z a



.

Hence the result.

6.8 Cauchy's integral formula for multiply connected regions :

We consider a doubly connected region between the two closed curves C and 1C as in

Fig. 3a in which  f z is given to be analytic. Let a be the interior point of this doubly connected

region. Then the function
 f z

z a
has a singularity in the doubly connected region. If we eliminate this

singularity by encircling with : z a    , then in the resulting triply connected region whose

boundaries are 1,C C and  ,
 f z

z a
is everywhere analytic. By changing that region to simply
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connected region and using Cauchy's integral theorem we can write

     

1

0
C C

f z f z f z
dz dz dz

z a z a z a

    
  

 f z
dz

z a



is already proved to be lie  2 i f a .

 
   

 1

1

2 C C

f z f z
f a dz dz

i z a z a

 
    

   

If this is extended to n-ply connected region then

 
     

1 1

1
...........

2
nC C C

f z f z f z
f a dz dz dz

i z a z a z a


 
    

    

6.9 Derivatives theorem on analytic functions :

Theorem : If  f z is analytic and has, at any interior point a, derivatives of all orders, then

Proof : Let us first prove for first and second order derivatives and extend it to the nth order,
Now, we know that

   
 

 
12

n

n
C

f z dzn
f a

i z a 
 



............. (5)

 
   

0h

f a h f a
f a Lt

h

 
 

   
0

1 1

2h C

f z f z
Lt dz

i h z a h z a

 
       

[applying Cauchy's integral formula

since 'a' and 'a+h' are interior points.]

 
  0

1 1

2 h C

h
Lt f z dz

i h z a z a h 
 

  

 

 
20

1
.

2 h C

f z z a
Lt dz

i z a hz a 


 

 
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 

 
20

1
. 1

2 h C

f z h
Lt dz

i z a hz a 

 
   

   

 

 

 

   
2 20 0

1 1

2 2h hC C

f z h f z
Lt dz Lt dz

i iz a z a z a h  
  

   
......... (6)

Let
 

   
2

C

h f z dz
I

z a z a h
 

  

Since  f z is analytic, it is bounded and  f z M ,

, , . ,i iz a e z a dz e i d dz d           

z a h z a h    or
1 1

z a h h


  

   
2

2
0

. 2h M d h M
I

h h

   

   
  

 

So 0I  as 0h

 (6) becomes  
 

 
2

1

2 C

f z
f a dz

i z a
  


............... (7)

Similarly the second order derivative of  f z at z = a may be obtained as

 
   

0h

f a h f a
f a Lt

h

  
 

   
 2 20

1 1 1 1

2 h C

Lt f z dz
i h z a h z a 

 
  
    

applying equation (7)

 

   
 2 20

21 1

2 h C

h z a h
Lt f z dz

i h z a z a h 

    
  
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   

   
 3 20

21

2 h C

z a z a h h
Lt f z dz

i z a z a h 

      
  

 

   

 
 3 20

21 1

2 h C

z a h h z a h h
Lt f z dz

i z a z a h 

            
  

 

   

 
 

2 2

3 20

2 31 1

2 h C

z a h h z a h h
Lt f z dz

i z a z a h 

     
 

  

 
     3 0

1 2 1

2 2 hC C

f z dz Lt f z h R z dz
i iz a  

  


Where  R z is bounded on 'C', so that    
C

f z h R z dz tends to zero as 0h .

Thus  
 

 
3

2

2 C

f z
f a dz

i z a
  


................ (8)

Similarly, assuming (5) to be valid for n = m, we can prove in a similar manner that it holds
good for n = m+1. Hence we have, in general,

   
 

 
12

n

n
C

f zn
f a dz

i z a 
 


.......... (5)

6.10 Morera's Theorem (Converse of Cauchy's Integral Theorem)

Statement : If  f z dz , where  f z is continuous in the region, is zero when taken round any

simply closed curve, then  f z is analytic.

Proof : Take 0z as a fixed point and z any movable point in the given region as shown in the Fig. 6.

Then the value of the integral

   
0

z

z

f t dt F z (say) ............. (6)

is independent of the curve joining 0z to z and is dependendt on z only..

So    
0

z h

z

F z h f t dt


   .......(7)
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0z

Fig. 6

Then        
0

0 0

z h z

z z

F z h F z f t dt f t dt


    

 
z h

z

f t dt


 

Since the path of integration is independent of the curve joining z to z+h, let the path be a straight
line so that

   
     

1 1
1

z h z h

z z

F z h F z
f z f t dt f z dt

h h h

  
   

   
1 z h

z

f t f z dt
h



    

   
     

1 z h

z

F z h F z
f z f t f z dt

h h

 
      

   
1 z h

z

f t f z dt
h



 

1
. h

h
  

So
   

   
0h

F z h F z
Lt F z f z

h

 
 

showing that  F z exists for all 'z' or  F z is analytic in the region. That is,  f z analytic.
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6.11 Examples

(1). If 'C' is a circle of radius 'r' and centre 0z and if n is an integer, what is the value of

 
1

0

n
C

dz

z z


 .

Solution : The given equation of the circle 'C' is 0z z r  or  0
iz z r e  

idz r e i d   where  ranges form 0 to 2 .

   

2

1 11
0

0

i

n i nn
C

dz r e i d

r ez z






 

  


=

2
2

0
0

.
in

in

n n

i i e
e d

inr r


 


 



 
2

21 1
1 0

ni
ni

n n

e
e

nr nr





 

    if 0n

If n = 0, we have to apply L Hospital's rule to

21 ni

n

e

n r


. Instead, it will be easy to start the

problem afresh with n = 0.

 

2

1
0

0

.
2

i

i
C

dz r e i d
i

r ez z






   



(2). Find the values of 2 1

z

C

e
dz

z



if C is a circle of unit radius with centre at (a) z = i and (b) z = -i.

Solution : (a) The integrand of the given integral has the singularities at z i obtained by putting

2 1 0z   . But with respect to the given circle 1z i  , the singularity z i only lies inside the

contour. So we write the given integral to have a comparison with Cauchy's integral formula, in the

form

z

C

e
z i

dz
z i





wherein  

ze
f z

z i



is everywhere analytic in the given circle and the entire integrand

has a singularity at z = i w.r.t. the given circle. So according to Cauchy's integral formula
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2 2
2

z
z i

i

C
z i

e
e ez i

dz i i e
z i z i i

  


 
    

  

(b) In the given contour, 1z i  , z i singularity alone will lie inside. In such a case we write the

integral as

2
2

2

z
z i

i

C
z i

e
e e iz i

dz i e
z i z i i


 






  
     

   

according to Cauchy's integral formula.

(3). What is the value of 3 2

1

2C

z
dz

z z





where C is

(a) 1 2 2z i   (b) 2 2z i   and (c) 1z 

Solution : (a) The integrand of the given integral has the singularities given by the roots of 3 22 0z z 

as z = 0 (2nd order) and z = 2(first order).

But the distance of z = 0 (0, 0) from the centre 1 + 2i (1, 2) is greater than the radius 2 and
hence z = 0 singularity lies outside the contour.

Similarly it can be seen that z = 2 lies outside the contour. Though the integrand has
singularities, as far as the given contour is concerned, it is everywhere analytic. So, by Cauchy's
integral theorem the given integral vanishes.

(b) The singularity z = 2 only lies in the contour 2 2z i   , so the integral, to compare with the

integral formula, can be written as

 

 

2

1

2C

z

z dz
z






. Hence its value is given as

2
2

1 3 3
2 2

4 2z

z i
i i

z


 



 
  

 

(c) Out of the singularities z = 0 and z = 2 of the integrand, z = 0 only lies inside the given contour

1z  . But z = 0 is a second order singularity (since 2z occured in the denominator, z = 0 is a

second order singularity). Then the integral can be written as

 
 
2

1
2

C

z
z

dz
z




 which comes under

the applications of the derivatives theorem on analytic functions as
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 

 
 2

2
C

f z
dz i f a

z a
 


.......... (7)

Here  
1

2

z
f z

z




 ; a = 0

 
 
2

0

11
2 2

2
C

z

zz d
z z

dz i
dzz





  
  

      
 
  

 
2

0

3 3
2

22
z

i
i

z






 
   
  

(4). Show that 1
2

xz n

n
C

e x
dz i

nz





Where C is any simple closed curve encircling the origin.

Solution : The integrand has a multiple order singularity at z = 0 whose order is n + 1 ( 1 0nz   its

order is n + 1) and it lies inside the contour.

So applying the derivatives theorem (5) on analytic functions

1

0

2xz n xz

n n
C

z

e i d e
dz

nz dz






 
  

 

2
. ni
x

n




(5). If  f z is analytic within and on a circle of radius r with centre at 0z , then show that

   0
n

n

n M
f z

r


Where 'M' is the maximum value of  f z on 'C'.

Solution : According to the derivatives theorem on analytic functions (5), we have

   
 

 
0 1

0
2

n

n
C

f z dzn
f z

i z z 
 


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 
1

0
2 n

C

f z dzn

z z 
 



12 n
C

n M
dz

r 
  Since

0
iz z re   , 0z z r  , .idz re i d 

2

1
02 n

n M
r d

r




 

  dz r d

i.e., 1
2

2 n

n M
r

r


 


or n

n M

r


This inequality is also called as Cauchy's inequality.

(6). Using Cauchy's integral formula, show that 2
2

1

zt

C

e
dz i Sint

z



 , if 0t  and C is 3z  .

Solution : The integrand has the singularities given by the roots of 2 1 0z   (i.e.,) z i and i

which are simple (first order). Both lie inside the contour. According to the integral formula, there

should be only one factor in the denominator related to singularity. So putting 2

1

1z 
into partial

fractions, we get

  2

1 1 1 1 1

21 z i z i i z i z iz

 
   

     

Then the problem can be written as

2

1 1

2 21

zt zt zt

C C C

e e e
dz dz dz

i z i i z iz
   

 
 

 1 1 2
2 2 2

2 2 2
zt zt it it

z i z i

i
e i e i e e i Sint

i i i


  

 
            

6.12 Summary of the Lesson :

Fundamental definition of a line integral in complex variables is given. Based on the definitiion,
some basic integrals are evaluated. The concepts of simply connected region, multiply connected
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regions and the conversion of multiply connected region into simply connected region are clearly
explained.

If  f z is totaly analytic in the given contour, then Cauchy's (integral) theorem proves that

the integral of that function over the closed contour vanishes. Certain of the integrals can be evaluated
by simply finding the values of the function at points lying inside the contour and this is given by
Cauchy's integral formula. This has been extended to evaluation of integrals in terms of the derivatives
of analytic functions. Lastly, converse to the Cauchy's theorem has been proved. Assorted examples
have been worked.

6.13 Key Terminology :

Jordan Curve - Contour - Simply connected region - multiply connected region - cross cut
- Cauchy's integral theorem - Cauchy's integral formula.

6.14 Reference Books :

1. M.R. Spiegel : "Theory and Problems of Complex Variables" - Schaum Outline
Series, Mc-Graw Hill Book Co., 1964

2. B.D. Gupta : "Mathmatical Physics" - Vikas Publishing House Pvt. Ltd., 1980.

3. C.R. Wylie Jr. : "Advanced Engineering Mathematics" - Mc.Graw Hill Book Co.

6.15 Self Assessment Questions :

1. Explain the complex line integral. Starting from the definition find
C

z dz , where 'C' is (i) from a to

b. and (ii) Closed.

2. Evaluate 2C

dz

z



 around (a) the circle 2 4z  , (b) the circle 1 5z  , (c) the square with vertices

at 2 2 , 2 2i i   .

3. Evaluate

(a)    

2 2

1 2C

Sin z Cos z
dz

z z

 


 
 (b)  

2

4
1

z

C

e
dz

z



 Where 'C' is the Circle 3z  .

4. Using derivatives theorem on analytic functions, show that
 

2
2

1 1

2 21

zt

C

e
dz Sint t Cos t

i z

 
   
 

,
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if 0t  and 'C' is the circle 3.z 

5. Apply derivatives theorem on analytic functions to show that  

2

3
2

21

zt
t

C

z e t
dz i t e

z
  

   
  

 , where

t > 0 and 'C' is any closed contour enclosing z = -1.

6. What is the value of 2

4

2 5C

z
dz

z z




 


(a) if C is the circle 1z  ?

(b) If C is the Circle 1 2z i   ?

(c) If C is the circle 1 2z i   ?



CENTRE FOR DISTANCE EDUCATION1ACHARYANAGARJUNAUNIVERSITY

Unit – II

Lesson – 7

INFINITE SERIES IN THE COMPLEX PLANE

Objective of the Lesson :

- To expand  f z in power series in the complex plane.

- To express any analytic function in Taylor series

- To obtain Laurent Series for  f z analytic in a ring shaped region

- To define various kinds of singularities

- To work out good number of examples for further understanding.

Structure of the lesson :

7.1. Introduction

7.2. Certain concepts in power series

7.3. Taylor's theorem

7.4. Laurent's Theorem

7.5. Classification of singularities

7.6. Residues

7.7. Method of obtaining residues

7.8. Examples

7.9. Summary of the lesson

7.10. Key terminology

7.11. Reference Books

7.12. Self assessment Questions

7.1. Introduction :

Most of the definitions and theorems relating to infinite series of real terms can be applied
with little or no change to series whose terms are complex. However, one surprising property of
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complex analytic function is that they have derivativies of all orders and they can always be represented
by power series like Taylor series. But this is not true, in genreral, for real functions. There are real
functions which have all orders but cannot be represented bya power series. In many applications,
it is necessary to expand functions around points at which or in the neighbourhood of which the
functions are not analytic. Obviously, Taylor's series is inapplicable in such cases and a new type
of series known as Laurent's expansion is required. Thus the taylor series and Laurent series
follow in this lesson.

7.2 Certain Concepts in Power Series :

A series having the form

     
2

0 1 2
0

.....
n

n
n

a a z a a z a a z a




        --------------(1)

is called a power series in z - a. Clearly, the power series (1) converges for z = a. In general,
however, the series converges for other points as well. In such case, it can be shown that there

exists a positive number R such that (1) converges for z a R  and diverges for z a R  , while

for z a R  , it may or not converge. The region of convergence of the series (i) is given by z a R  .

where the radius of convergence R is the distance from a to the nearest singularity of  f z . If the

nearest singularity of  f z is at inifinity the radius of convergence is infinite (i.e.,) the series con-

verge for all z.

A series  
1

n
n

u z



 is called absolutely convergent, if the series of absolute values (i.e.)

 
1

n
n

u z



 converges.

The ratio test for convergence says that if
1n

n
n

u
Lt L

u




 , then nu converges (absolutely)

if 1L and diverges if 1L . If 1L , the test fails.

7.3 Taylor's theorem :

If  f z is analytic inside a circle C with centre at a, then for all z inside C

      
 

 
' '

2' ......
2

f a
f z f a f a z a z a     
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Proof : Let z be any point inside C. Construct a circle 1C with centre at a and enclosing z as

shown in Fig. 1. Then by Cauchy's integral formula

 
 

1

1

2
C

f t
f z dt

i t z


 ------- (2)

1c

Fig - 1

*z

Now    
1 1

t z t a z a


   

1
1

1
z a

t a t a


 

    

 

 

2

2

1
1 .......

z az a

t a t a t a

 
    

    
1

z a

t a





 as t is any point on C and z is inside 1C .

 

 

 

 

 

 

2 1

2 1

1 1
1 .... .

1

n n

n n

z a z a z az a

z at a t a t a t a t a
t a





 
   

       
     

  

or  
 
 

 
 

 
 

2 1

2 3

1 1 1
.... .

n n

n n

z a z a z az a

t z t a t zt a t a t a t a


  

     
     

---- (3)

using equations (3), equation (2) becomes

 
   

 
   

 
1 1 1

1

2

1
.....

2 2 2

n

nn

C C C

f t f t z a f tz a
f z dt dt dt R

i t a i it a t a  




    
  

     ---(4)
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where
 

1

1

2

n

n

C

f tz a
R dt

i t a t z

 
  

  


Using the derivative formula for analytic function as

 
 

 
1

12
n

n
C

f tn
f a dt

i t a 



 ( n = 0, 1, .....)

Equation (4) becomes

         
       

1 1''
2' .

....
2 1

n n

n

f a z a f a
f z f a z a f a z a R

n

 
       

 --- (5)

Now we show that 0n
n
Lt R




1
z a

t a



 


, where  is a constant.

 f t is bounded   Mf t  (constant)

    1t z t a z a t a z a r z a           where 1r is the radious of 1C .

 

1

1
.

2

n

n

c

f tz a
R dt

t a t z


 

 

2
1 1

0
1 1

.1
0

2

n nM r d M r

r z a r z a

   


  

    as n and 1

Hence          
 ' '

2' ......
2

f a
f z f a z a f a z a      ------ (6)

which is the required result.

The particular case where a = 0 is called Maclaurin series of  f z .

7.4 Laurents's Theorem :

Theorem : If  f z is analytic inside and on the boundary of the ring shaped region bounded by

two concentric circles 1C and 2C with centre at a and respective radii  1 2 1 2,r r r r , then for all z
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in the region,

   
 0 1

n n

n n
n n

a
f z a z a

z a

 


 

  


  --- (7)

where
 

 
1

1

1

2
n n

c

f t
a dt

i t a 



 ------- (8)

 

 
2

1

1

2
n n

c

f t
a dt

i t a
  




 -------- (9)

1c

2c

Fig - 2

1r 2r

2x

Proof : Since the given annular region (fig. 2) is a doubly connected region and z is an interior point,
then according to Cauchy's integral formula

 
 

 
 

 
1 2

1 1

2 2
C C

f t f t
f z dt dt

i t z i t z 
 

    ............... (10)

Consider the first integral in (10). We have,

on 1 1 1 1 1, , , ,i iC t a r t a r e dt r e i d dt r d and z a t a           

Hence,

 

1 1

1
t z z a

t a
t a


  

   
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 

 

 

 

 

1

2 1

1
..... .

n n

n n

z a z az a t a

t a t zt a t a t a





  
    

   
---- (11)

     

 

   

 1 1 1 1

1

2

1 1
......

2 2 2 2

n

nn

C C C C

f t f t f t z a f tz a
dt dt dt dt R

i t z i t a i it a t a   




     
   

      

   
1

0 1 1...
n

n na a z a a z a R


       -------- (12) according to (8)

where
 

 

 

1

1

2

n

n n

C

z a f t
R dt

i t zt a





 -------- (13)

 

1

1

2

n

n n

C

f tz a
R dt

t zt a







1

1

1

1

2

n

C

M r d

r z a

 




 

i.e.,
1

1

0
n M r

r z a


 

 
as n and 1  .

( For detailed steps, vide the proof of Taylor's theorem).

So equation (12) becomes

 
   

2

2

0 1 2

1
.....

2
C

f t
dt a a z a a z a

i t z
     

 ---- (14)

Let us now consider the second integral. We have on 2 2 2, , ,iC t a r t a r e    

2
idt r e i d  and t a z a   .

Hence,

 

1 1

1
t z t a

z a
z a

 
  

   

 

 

 

 

 

1

2

1 1
....

n n

n n

t a t at a

z a z tz a z a z a


 

    
   



CENTRE FOR DISTANCE EDUCATION7ACHARYANAGARJUNAUNIVERSITY

so that,

   

 
   

 

 
 

2 2 2 2

1

2

1 1 1 1
.....

2 2 22

n

nn

c C C C

f t f t t a
dt dt t a f t dt f t dt S

i t z i z a ii z a z a  




      
   

      

   
1 2

2
....

n

nn

a a a
S

z a z a z a

  
    

  

where
 

 

 
 

2

1

2

n

n n

c

t a f t
S dt

i z tz a







0n
n
Lt S


 can be proved proceeding on similar lines as in the first integral but the con-

tour is 2C . Thus, combining the reuslts of first and second integrals, Laurent's theorem has been

proved.

Note : The part    
2

0 1 2 .....a a z a a z a     is called the analytic part of the Laurent series. The

remainder of the series which consists of inverse powers of z - a is called the principal part. If the
principal part is zero, the Laurent series reduces to a Taylor series.

The Coefficients of the positive powers of (z - a) in the analytic part, although identical in

form with the integrals in Taylor's series, cannot be replaced by the derivative expressions

   nf a

n

since  f z is not analytic throughout the interior of 1C .

7.5 Classification of Singularities :

A point at which  f z fails to be analytic is called a singular point or singularity of  f z .

Various types of singularities exitst. It is possible to classify the singularities of a function  f z by

examination of its Laurent series.

(i) Isolated Singularity : If z a is a singular point of the function  f z , but if there exists a

neighbourhood of a in which there are no other singular points of  f z , then z = a is called an

isolated singularity.

(ii) Pole : If the principal part has only a finite number of terms given by
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   
1 2

2
....

n

n

a a a

z a z a z a

  
  

  
where 0na 

then z = a is called a pole of order n.

If n = 1, it is called a simple pole.

If  f z has a pole at z = a, then  
z a
Lt f z


 

For instance,

 

 

 

1

2 2

1 11

1 1

z

z z z


   

 

   
 2

1 1
1 1 ..... 0 1 1

11
z z

zz
        



is the Laurent expansion of  
2

1

1z z  . Its principal part contains only two terms, namely,,

   2

1 1

11 zz




Hence z = 1 is a pole of second order. This can also be seen from the function as (z-1)
is repeated twice in the denominator.

(iii) Essential Singularity : If the principal part contains infinite number of terms of negative powers
of z - a, then z = a is called an essential singularity of f(z).

A simple example is
1/ ze represented by the series

1/

2 3

1 1 1
1 ......

2 3
ze

z z z
    

which has an essential singularity at z = 0.

(iv) Removable singularity : If a single valued function  f z is not defined at z = a but  
z a
Lt f z


exists, then z = a is called a removable singularity. In such a case, we define  f z at z = a as

equal to  
z a
Lt f z


.

For instance,  
sin z

f z
z

 , then z = 0 is a removable singularity since  0f is not defined
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but
0

sin
im 1

z

z
L

z
 . We define  

0

sin
0 im 1

z

z
f L

z
  . Note that, in this case

3 5sin 1
..........

3 5

z z z
z

z z

 
    

 
=

2 4 6

1 .....
3 5 7

z z z
   

Branch Points : A point 0z z is called a branch point, a kind of singularity, of the many - valued

function  f z if the branches of  f z are interchanged when z describes a closed path about

0z . az where a is not an integer, log z, 1tan z are some of the common examples of many valued

functions for which z = 0 is a branch point.

vi. Singularity at Infinity :

By letting
1

z
t

 in  f z , we obtain the function  
1

f F t
t

 
 

 
. Then the nature of singularity

at z  is defined to be the same as that of  F t at t = 0.

A simple example is that   3f z z has a pole of order 3 at z  , since   3

1 1
F t f

t t

 
  

 

has a pole of order 3 at t = 0.

Note : In many instances, the Laurent expansion of  f z is found not through the exapansion

given in the theorem, but rather by algebric manipulation suggested by the nature of the function. It

is often advantageous to express  f z interms of partial franctions and expand to get appropriate

series.

7.6 Residues :

If  f z is analytic everywhere in the region bounded by the closed contour C, then by

Cauchy's integral theorem.

  0
C

f z dz  --------- (15)

If, however,  f z has a pole at z = a lying inside C, then the integral (15) will, in general,

be different from zero. In this case, we may represent  f z by Laurent series (7). We see that



M.Sc. Physics 10 Infinite Series in the Complex Plane

the coefficient 1a  as given by equation (9) is

 1

1

2
c

a f z dz
i

   ----- (16)

and therefore  
c

f z dz
12 i a  , the integration being taken in the counterclockwise sense around

a simple closed path C which lies in the domain 0 z a r   .

The coefficient 1a in the development (7) of  f z is called the residue of  f z at z = a

and we use the notation that

   1 Re Rez aa s f z s a  

It is to be noted that, irrespective of the order of the pole, always the residue is given only by

1a and not otherwise.

7.7 Method of obtaining residues :

(i) z = a is a simple pole : Then the Laurent expansion of  f z has only one term in the pricnipal

part and the series is given by

    1

0 1 ......
a

f z a a z a
z a

       

  1a
z

z a
 

 


or         1z a f z z a z a    

Taking Limit as z a ,     10
z a
Lt z a f z a


  

or      1Re
z a

s a a Lt z a f z


   ------(17)

for a simple pole.

Note : Since  f z contains (z - a) as a simple factor in the denominator, (z - a)  f z does not

contain (z - a) as it gets cancelled with that in the denominator.

(ii) z = a is a pole of order 2 : In this case, the principal part contains two terms and the Laurent
expansion is
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   
 

1 2

2

a a
f z z

z a z a
  

  
 

where  z is the analytic part.

         
2 2

1 2z a f z z a z a z a a        -----(18)

so as to obtian the residue 1a , differentiate (18) with respect to z and then take the limit

as z a .

   
   

2

2

1
z a z a

d z a f z d
Lt Lt z a z a

dz dz
 

 

 
      

 
= 10 a

or    
2

1
z a

d
a Lt z a f z

dz




  
  -------- (19)

which is the residue for a second order pole.

(iii) z = a is a pole of order 3 : For a third order pole, Laurent expansion is given by

   
   

31 2
2 3

aa a
f z z

z a z a z a
     

  

           
3 3 2

1 2 3z a f z z a z a z a a z a a           ------ (20)

To obtain the residue 1a , differentiate (20) with respect to z twice and then take the limit as

z a .

We get

        
2 2

3 3

12 2
2.1. 0 0

z a z a

d d
Lt z a f z Lt z a z a

dz dz
 

 

      
 

10 2 a  .

   
2

3

1 2

1

2 z a

d
a Lt z a f z

dz




   
  ------- (21)

(iv) z = a is a pole of mth order : Generalizing the above formulae, we get the residue of  f z

at a pole of mth order as

 
   1

1 1

1
Re

1

mm

mz a

d z a f z
s a a Lt

m d z



 

 
  


------ (22)
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7.8 Examples :

(1). Find the Maclaurin series of   tanf z z .

Sol : When   tanf z z

   ' 2 2 2sec 1 tan 1f z z z f z    

 ' 0 1f 

observing that  0 0f  , we obtain by successive differentiation

'' '2f ff  '' 0 0f 

2''' ' ''2 2f f ff   
 '''

''' 0 1
0 2

3 3

f
f or 

 4 ' '' '''6 2f f f f f 
   4 0 0f 

   25 4'' ' '''6 8 2f f f f ff  
   

   5
5 0 2

0 16
5 15

f
f or 

Hence the Maclaurin series is

3 52
tan ........

3 15 2
z z z z z

  
     

 

(2). Obtain the Maclaurin series of  
 

22

1

1
f z

z




Sol : Let   2

1

1
z

z
 



2 4 6 81 ....z z z z     

 
 

' 3 5 7

22

2
2 4 6 8 .....

1

z
z z z z z

z



     



or

 
 

2 4 6

2
2

1
1 2 3 4 .....

1
f z z z z

z
     



Which is the required Maclaurin series
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(3). Find the Taylor series of the function

 
2

3 2

2 9 5

8 12

z z
f z

z z z

 


  
with centre at z = 1.

Sol : Putting the given function into partial fraction, we get

 
 

2

1 2

32
f z

zz
 



   2

1 2

2 13 1 zz
 

    
 the centre is at z = 1.

or  
 

1 1 1

2 19 1 11
1 2

3

f z

zz

 
 
 

  
    

  
   

------------ (23)

Now consider the expansion

  2 31
1 .....

1
x x x x

x
      



 
 

' 2

2

1
1 2 3 .....

1
x x x

x
       



   
2 3

2 2 3

3. 1 11 1
1 2. 4. ....

3 3 31
1

3

z zz

z

 
     

 
 

 

and
 

   
2 3

2 3

1 11 1
1 ......

1 2 2 21 1
2

z zz

z

 
    

 

 Equation (23) becomes

 
   

2 3

2 3

1 11 2 1 3 4
. .....

9 9 3 9 3 9 3

z zz
f z

   
     
  

   
2 3

2 3

1 11
1 ......

2 2 2

z zz   
    
  
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   
28 31 23

1 1 .....
9 54 108

z z


    

is the required Taylor expression.

Out of the sngular points 3 and - 2 of  f z since z = 3 is the nearest to the centre z = 1,

the series converges for 1 2z   .

(4). Expand   sinf z z in a Taylor series about
4

z


 and determine the region of convergence

of the series.

Sol :   sinf z z

Let
4 4

u z or z u
 

    . Then we have

sin sin sin cos cos sin
4 4 4

z u u u
   

    
 

=  
2

sin cos
2

u u

3 5 2 42
...... 1 ....

2 3 5 2 4

u u u u
u

    
         

    

2 3 42
1 ......

2 2 3 4

u u u
u

  
      

  

2 3

2 4 4
1 .........

2 4 2 3

z z

z

 



    
     

              
 
 

since the singularity of sin z nearest to
4


is at infinitly, the series converges for all finite

values of z. (i.e.) z   .
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(5). Expand  
   1 2

z
f z

z z


  in a Taylor's series a) about z = 0 and b) about z = 2. Determine

the region of convergence in each case.

Sol.  
  

2 1

1 2 2 1

z
f z

z z z z
  

   

(a)    
1

1
1 1

2

z
f z z


 

    
 

for 1z 

=  
2 3

2 31 .... 1 .....
2 4 8

z z z
z z z

 
        

 

2 33 7
......

2 4 8

z z z
   is the Taylor expansion around z = 0. The singularities of  f z are

z = -1 and - 2. z = -1 is the nearest singularity to the centre z = 0 at a distance of 1. Hence 1z 

is the region of convergence.

(b).  
2 1

2 4 2 3
f z

z z
 

   

=

1 1
1 2 1 2

1 1
2 4 3 3

z z
 

    
     

   

   
2 3

2 3

2 21 2
1 ....

2 4 4 4

z zz  
     

  

   
2 3

2 3

2 21 2
1 .....

3 3 3 3

z zz  
     

  

   
21 1 1 1

2 2 ....
6 72 32 27

z z
 

      
 

is the required expansion.

Out of the singularities -1 and - 2, the nearest singularity to the centre z = 2 is z = -1 at a

distance of 3 units. So the radious of convergence is 2 3z   .

(6). Find the Laurent expansion of the function  
   

7 2

1 2

z
f z

z z z




  in the annulus

(a) 1 1 3z   (b) 0 1 1z   (c) 1 3z 
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Sol : Applying partial fraction to the given  f z . We get

 
3 1 2

1 2
f z

z z z


  

  --------- (24)

(a) The Laurent expansion is required in the positive and negative powers of z + 1 as the annualr

region is 1 1 3z   . The first term of equation (24) is already in a negative power of (z + 1). We

modify the second and third terms of equation (24) so that z will appear in the combination of z + 1.

 

1
1 1 1 1

1
1 1 1 1z z z z


 

   
    

1 1z  
1

1
1z

 
 from the annulus

 
2

1 1 1
1 ....

1 1 1z z z

 
    

    
and

 

1
2 2 2 1

1
2 1 3 3 3

z

z z


  

   
    

1
1

3

z 
 satisfied by the annulus.

 
2

2

12 1
1 ....

3 3 3

zz 
    

  

 The expansion in the annulur region 1 1 3z   is

 
   

2 3

3 1 1 1
....

1 1 1 1
f z

z z z z

 
     

     
   

2

2 3

2 2 2
1 1 ....

3 3 3
z z    

   
   

2

2 32 3

2 2 2 2 1 1
1 1 ...... .....

3 3 3 1 1 1
z z

z z z

  
                  

(b) In this case also, the expansion is in powers of (z + 1). The first term of equation (24)
remaining to be the smae, the second term can be written as the convergent series.

 
11 1

1 1
1 1

z
z z


        1 1z  as per the annulur region

   
2

1 1 1 ...z z      
 
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 

1
2 2 2 1

1
2 1 3 3 3

z

z z


 

        

1
1

3

z


 2

2

12 1
1 .....

3 3 3

zz 
    
 
 

So the required expansion in 0 1 1z   region is

     
 

2
2

2

13 2 1
1 1 1 .... 1 ....

1 3 3 3

zz
f z z z

z

             
    

   
2

2 3

5 2 2 3
1 1 1 1 ......

3 3 3 1
z z

z

    
                  

Note : The given function contains z = -1 as a pole of first order. So the principal part of the Laurent
expansion around z = -1 should contain only single term as is true from the expansion obtained.

Further the residue of  f z at z = -1 is the coefficient of
1

1z  as per definition (i.e.) Res (-1) = -3

which can also be seen to be the same even if we apply the formula as

 
   1

7 2
1 3

1 2z

z
Lt z

z z z


  

  .

(c) The convergent expansion in the region 1 3z   is given by

 
 

1 1
3 1 1 2 3

1 1
1 1 1 1 1

f z
z z z z z

 
   

        
       

 
2

3 1 1 1
1 ....

1 1 1 1z z z z

 
     

       
2

2 3 3
1 ....

1 1 1z z z

 
    

    

   
2 3

7 19
.....

1 1z z
  

 

(7). Find the Laurent expansion of   3

sin

4

z
f z

z



 

 
 

with centre at
4

z


 .
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Sol :
  3 3

sin
4 4sin

4 4

z
z

f z

z z

 

 

 
  

  
   

    
   

3

sin cos cos sin
4 4 4 4

4

z z

z

   



   
     

   
 

 
 

3

sin cos
1 4 4

2

4

z z

z

 



   
     

   
 

 
 

Put
4

z u


 

3

1 sin cos

2

u u

u




3 5 2 4

3

1 1
..... 1 .....

3 5 2 42

u u u u
u

u

    
         

    

2 3 4 5 6

3

1 1
1 .....

2 3 4 5 62

u u u u u
u

u

 
       

 

2

3 2

1 1 1 1 1 1 1 1 1
. .....

2 2 2 2 2 3 2 4 2 5
u u

u u u

   
         
   

3 2

1 1 1 1 1 1 4. ....
2 3 42

44 4

z

zz z



 

 
 
      
                   
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Note : Since
4

z


 is a pole of order 3 for  f z , the residue of  f z at
4

z


 is given by the

coefficient of

1

4
z

 
 

 
as

1

2 2
 . This can also be obtained by the formula for residues as

 
32 2

32 2

4

1 sin 1
Re sin

4 2 4 2

4
z

d z d
s z z

dz dz
z



 





 
  
                                 

at
4

z



1

2 2
 

(8). Find the residue at the singularity of the function
sin

k

z

z
by applying the formula and verify by the

Laurent expansion.

Sol :  

 

1

sin
sin

k k

z
z zf z

z z 
 

Here z = 0 is a pole of order k - 1 as
sin z

z
tends to 1 as 0z  or z = 0 is a removable

singularity for
sin z

z
.

Now  

2 1

20

sin
.

1
Re 0

2

k k

k

kz

z
d z

z
s Lt

k d z

 



 
  


------- (25)

2

20

sin

1
.

2

k

kz

z
d

z
Lt

k d z





 
 
 



3 5

2 4
.......

sin 3 5
1 .....

3 5

z z
z

z z z

z z

 

    -------- (26)

If k is even, k - 2 is even.
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 2
th

k  term in equation (26) =
 

2
221

2 1

k
kz

k




 

After ( k - 2) differentiations, (k - 2)th term becomes independent of z and is given by term

independent of
 

2

21 . 2

2 1

k

k
z

k



 


 

 
 

2

21

1

k

k








So while taking the limit as 0z 

 
 
 

 
2 2

2 21 11
Re 0 .

2 1 1

k k

s
k k k

 

 
 

  
and the remaining terms vanish.

If k is odd, (k - 2) is odd. Since all the terms in equation (26) are even powers, after (k - 2)
differentiations of equation (26), the terms contain powers of z or there is no term independent of z.

So in the limit as 0z  , all the terms vanish and hence  Re 0s vanishes.

So  
 

2

21
Re 0

1

0

k

s
k












k is even,

The Laurent expansion of
sin

k

z

z
is given by the series

3 52
.....

sin 3 5
k k

z
z

z

z z

 

 ----- (27)

If k is even, k - 1 is odd, we pick up the term in equation (27) which gives
1

z
so that its

coefficient corresponds to the residue at z = 0.

That term is

 
 

12

2 2

2

1

1
1 1 1

.
. 1

kk

k

k

z

k

z z k z








 




 
 

2

21
Re 0

1

k

s
k




 


( k is even)

k is odd.
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If k is odd, the Laurent expansion contains 2

1

z
term after constant term and not

1

z
term.

Then  Re 0 0s  for odd k.

Hence the result.

(9). Find the resides at the poles of the function  
 2 2 2 2

zte
f z

z z z


 

Sol : The poles of the function are given by the roots of 2 0z  and 2 2 2 0z z  

or 0z  (second order).

1z i  and 1 i  ( each simple)

 Re 0 ;s  
 

2

2 20

1
Re 0

1 2 2

zt

z

d e
s Lt z

dz z z z

  
  

   

   

 

2

20 2

2 2 2 2

2 2

zt zt

z

z z t e e z
Lt

z z

   


 
=

1

2

t 

 Re 1 :s i   
 

  21

1
Re 1

1 1

zt

z i

z i e
s i Lt

z z i z i 

 
  

   

 21 1

zt

z i

e
Lt

z z i 


 

 

 

 1 1

2 41 2

i t i t
e e

i i

   

 
 

 Re 1 :s i 

 
 

  21

1
Re 1

1 1

z t

z i

z i e
s i Lt

z z i z i 

 
  

   

 

 

   

1

221 1 1 2

i tzt

z i

e e
Lt

z z i t i

 

 
 

   

 1

4

i te  


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7.9 Summary of the Lesson :

The necessary basics of the power series is given. The proof of Taylor's theorem for a

power series expansion of an analytic function  f z around any given point of the region is given.

A very important Laurent expansion of an analytic function  f z in an annulur region is given.

Various kinds of singularities and the formulae for obtaining residues at the singularities are defined
and derived respectively in the light of discussion of the principal part of Laurent expansion. Several
variety of examples have been worked for better concepts of singularities and residues.

7.10 Key terminology :

Power Series - Taylor Series - Laurent Series - Singularities - Poles - Branch points - residues

7.11 Reference Books :

1. M.R. Spiegel : 'Theory and Problems of Complex Variables'

McGraw - Hill Book Co., 1964

2. E. Kreyszig : 'Advanced Engineering Mathematics'

Wiley Eastern Pvt. Ltd., New Delhi, 1971

3. B.D. Gupta : 'Mathematical Physics'

'Vikas Publishing House Pvt. Ltd., 1980

7.12 Self Assessment Questions :

1. Find the Taylor series expansion of   tanf z z about
4

z


 .

2. Expand  
 

2

1

1
f z

z


 around z = -i

3. Expand
1

ln
1

z

z

 
 
 

in a Taylor series about z = 0.

4. Without performing the Taylor expansions for the following functions about the indicated
points, write down the region of convergence in each case with reasoning.

(a) 1z

z

e  about z = 0 (b)   
3

1 4

z

z z



  about z = 2 (c) sec z about z = 1.
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5. Give the Taylor expnasion of 2 2 5

z

z z  around z = 1 and determine the radius of conver-

gence.

6. Find the Laurent expansion of  
  

1

1 2
f z

z z


  for the annulur region

(a) 1z  , (b) 0 1 1z   (c) 0 2 1z  

7. Expand  
 2

1
f z

z z i


 in the Laurent series in the region (a) 0 1z i   and (b) 1z i  .

8. Find the Laurent series for  
2

cos

1

z

z



 about the centre z = 1.

9. Find the residues of  
   

2

2 2

2

1 4

z z
f z

z z




  at all its poles in the finite plane.

10. Find the residues at the singular points of the function  
24

1

1z  .
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Unit - II

Lesson - 8

Contour Integration of Definite Integrals

Objective of the lesson :

* To prove a theorem on residues

* To apply that theorem for the evaluation of several definite integrals.

* To explain several computation techniques for the evaluation of integrals with examples.

* To make the reader to understand the techniques such as choice of the contour, judging
the positions of singularities and applying the residue theorem.

* To give as many worked examples for better concepts and understanding.

Structure of the lesson :
8.1. Introduction
8.2. Residue theorem

Examples

8.3. Integrals of the type  
2

0

cos , sinR d


   .

Examples

8.4. Improper integrals of rational function :  f x dx





Theorem
Examples

8.5. Improper integrals of rational function when poles lie on the real axis
Theorem
Examples

8.6. Integrals of the type   cosf x mx dx



 and   sinf x mx dx






Jordan's inequality
Jordan's lemma
Examples

8.7. Evaluation of Integrals using double circular or full circular contours.
Examples.

8.8 Summary of the lesson
8.9 Key terminology
8.10 Self Assessment Questions
8.11 Reference Books
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8.1. Introduction :

In the last lesson, Laurent's theorem, particularly the principal part, was studied in detail.
Definitions of singularities and the residues at the singularities were given. The formulae for the
computation of residues at poles of various orders were derived. These will be used in this lesson
to evaluate definite integrals using contours.

8.2. Residue Theorem :

Theorem : If function  f z is single valued, continuous and analytic within and on the boundary of

the closed contour C except at a finite number of singular points 1 2, ,....... nz z z inside C, then

       1 2 n2 Res z +Res z +.....+Res z
c

f z dz i     ...... (1)

1z
2z

3z

nz

1C
2C

3C

nC

Fig. 1.

Proof : Let us draw a set of circles 1 2, ,.........., nC C C with centres 1 2, ,.........., nz z z with an

arbitrarily small radius. The directions (as shown in Fig. 1) of 1 2, ,.........., nC C C and C are all positive

when they are taken in anticlock-wise sense. The given function  f z is every where analytic in the

new region (multiply connected) where the outer boundary is C and the inner boundaries are

1 2, ,.........., nC C C . Hence by applying Cauchy's integral theorem,

     
1 2

......... 0
nC C C

f z dz f z dz f z dz    

or

       
1 2

............
nC C C C

f z dz f z dz f z dz f z dz      

Also

       
1 2

1 1 1 1
. ............

2 2 2 2
nC C C C

f z dz f z dz f z f z dz
i i i i   

       ....... (2)

C
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But according to the first term in the principal part of Laurent expansion, each term in the

RHS of (2) represents the residue  f z at the respective singularity..

(i.e)  
1

1

2 C

f z dz
i
 = Residue of  f z at the singularity 1z .

Then Equation (2) represents

       1 2 n
1

Res z + Res z + .........+Res z
2 C

f z dz
i



or

   
1

2 Res
n

r
rc

f z dz i z


 

Hence the theorem is proved.

This important theorem has various applications in connection with complex and real
integrals. We see some examples on complex integrals.

Examples :

(1). Integrate  
2

3

1

1z  in the counterclockwise sense around the circle : 1 1C z 

Solution : The function  
 

2
3

1

1

f z

z




has three poles each of second order and they are given

by the roots of 3 1z  .

So z = 1,
2 4

3 3,

i i

e e

 
are the poles (each second order). The distance of each pole from the

centre (1, 0) of the given contour 1 1z   is found as less than the radius 1, then that pole lies

inside the contour. Thus the pole z = 1 only lies inside the contour.

So applying Cauchy's theorem for residues, we have

 
2

3
2

1c

dz
i

z




[Res (1)] ............ (3)

Since z = 1 is a pole of second order,
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Res(1) =  
 221 3

1 1
. 1

1 1z

d
Lt z

dz z

 
 

 
 

 

 
21 2

1

1z

d
Lt

dz z z

 
 

  
   

 

 
31 2

2 2 1

1
z

z
Lt

z z


 


 

2

9
 

 Equation (3) becomes

 
2

3

2 4
2

9 91C

dz i
i

z




  
   

 

(2) Integrate  

1
m

z a
(m . a +ve integer) in the counterclockwise sense around any simple closed

path C enclosing the point z = a.

Solution : z = a is a pole of order 'm' which is given that it lies inside the contour.

Hence  

 

 
1

1

1
Re . 0

1

m
m

m

mz a

z a
d

z a
s a Lt

m dz





 
 
   


(m = 2, 3, ....) But when m = 1, then the pole

z = a of the function
1

z a is only simple pole. Then the    
1

Re
z a

s a Lt z a
z a

 
 . Hence the result

is

 

 

 

2 1

0 2,3.....
m

C

i mdz

z a m

 


 
 

(3). Integrate 24 1

z

z 
around C : 1z 

Solution : The function  
  2 2 1 2 14 1

z z
f z

z zz
 

 
has simple poles at

1 1
,

2 2
z  which lie

inside the circle.
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  1

2

1 1
1 1 12 2Re .
2 2 1 2 1 2 1 1 8z

z z

s Lt
z z

 
 

          

  1

2

1 1
1 1 12 2Re .
2 2 1 2 1 2 1 1 8z

z z

s Lt
z z 

 
  

            

2

1 1
2 Re Re

2 24 1C

z
dz i s s

z

    

        
     

2
2

8 2

i
i


 

(4). Evaluate
 3

4 3 2

4

5 6C

z
dz

z z z




 
where C is 1z 

 
 3

4 3 2

4

5 6

z
f z dz

z z z




 

 
  

3

2

4

3 2

z

z z z




 

has the poles z = 0 (2nd order), -3 and -2 each being simple. But z = 0 only lies inside the
contour C.

 
 

   

3
2

20

4
Re 0 .

3 2z

zd
s Lt z

dz z z z

 
 
   

 
   

3

0

4

3 2z

zd
Lt

dz z z

 
 

  
 

       

 

2 32

20 2

5 6 3 4 4 . 2 5

5 6
z

z z z z z
Lt

z z


        

 

 22 3

2 2

.2. 16. 3. 4 4 .5 8

96 6

 
   

 3

4 3 2

4 8 16
2

9 95 6C

z i
dz i

z z z




  
      

   
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(5). Find
1

sinC

dz
z z

 where C is 2z  .

Solution : The function  
1

sin
f z

z z
 has the poles given by z sin z= 0 (i.e.) z = 0 is a second

order pole as
3 5 2 4

2sin ... 1 ........
3 5 3 5

z z z z
z z z z z

   
            

   
and the other simple poles are z n

where n = 1, 2, ...... which lie outside the contour.

So, z = 0 (2nd order) only lies inside the contour.

  2

0

1
Re 0

sinz

d
s Lt z

dz z z

 
   

 

0 sinz

d z
Lt

dz z

 
  

 
= 3 5 2 40 0

1

1
3 5 3 5

z z

d z d
Lt Lt

dz dzz z z z
z

 

   
   
   
   

      
   

=

2
2 4 3

0

2 4
1 ..... . ....

3 5 3 5z

z z z z
Lt





   
       
   

= 0

So
1

0
sinC

dz
z z

 .

8.3 Integrals of the type  
2

0

cos , sinR d


   :

We consider the integrals of the type

 
2

0

cos , sinI R d


   

where  cos , sinR   is a real rational function of cos and sin finite on the interval

0 2   . Setting ie z  , we obtain
1 1

cos
2

z
z


 

  
 

and
1 1

sin
2

z
i z


 

  
 

. Then the integrand

becomes a rational function of z, say  f z . As  ranges from 0 to 2 , the variable z ranges around
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the unit circle C, z 1 in the counterclock wise sense. Since
idz

i e
d




 , we have 

dz
d

iz
 so that

the given integral takes the form

 
C

dz
I f z

iz
 

The next step is to find the poles of the integrand and check the poles that lie inside the

contour : 1C z . Then according to residue the theorem, 2I i (Sum of the residues of the

poles that lie inside the contour).

Examples :

(6). Evaluate
22

0

sin
0

cos
  



d
I a b

a b

  



Solution : Choosing the contour C as 1z

(i.e.,)  iz e  .,
1 1 1 1

cos , sin
2 2

   
      

   
z z

z i z
 

. idz e i d  or 
dz

d
iz



 

 

2
2

2

2 2

1
1

sin 4
cos

1
2

 
 

  
  

 

z

ba b
z a z

z




 

2
2

2

11

2 2




 

z

z bz az b

 
2

2

2

11

22
1




 
  

 

z

ab
z z z

b

 
2

2

2 2

11

22
1C

z dz
I

abi
z z z

b


   

 
  

 
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The integrand has the poles z = 0 (second order) and

2

22

2

2 4
4

1
2

  

   

a a

a ab bz
b b

each being simple.

Let
2

2
1   

a a

b b
 and

2

2
1  

a a

b b
 .

1
a

b
 , then 1 . Since  and  are the roots of

2 2
1 0  

a
z z

b
, then 1  . Since

1, then
1

1 
 .

So out of the three poles, 0 and  only lie inside the contour..

 
 

2
2 2

0 2 2

1 .
Re 0

2
1



 
 
  

  
     

z

z zd
s Lt

adz
z z z

b

   
2

2 2 2

20
2

2 2
1 .4 1 2 1

2

2
1

z

a a
z z z z z z

ab b
Lt

ba
z z

b



   
        

     
 

  
 

 
   
  

 
   

2

2 2
2 2

2 2

1
1 1

Re


 
       
  z

z z
s Lt

z z z

  


     

 2 2

2
2 1


    



a

b

 
 

 

 
2

2 2
2 2

2
2 2

1 2 4
2 2 1

2
1C

z dz a a i
i a a b

a b bb
z z z

b



 

                   
 

2 2 2 2

2

1 4 2

2
           
      

i
I a a b a a b

bi b b

 
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(7). Prove that  
2

cos

0

2
cos sine n d

n


 

    where n is a +ve integer..

Solution : Consider the integral

I    
2

cos

0

cos sin sin sine n i n d


           

   
2 2

sin cos sincos

0 0

.
i n i i ne e d e e d

 
         

Let the contour be iz e  ,
1 1

sin
2

z
i z


 

  
 

1 1
cos

2
z

z


 
  

 
, idz e i d iz d   

   2
cos sin

1
0

1
.

nz z
i i n

n
c c

e z dz e
e e d dz

i z i z


   



 


    

The integrand has a pole z = 0 of order n + 1. and this lies inside the countour.

 

1

1

0

1
Re 0

z n
n

n

nz

e z
d

z
s Lt

n dz







 
 
  0

1 1n z

nz

d e
Lt

n ndz
 

1

1 1 1
2

i i

z

n
C

e
I dz i

nz



   by residue theorem

=
2

n



Now  
2

cos

0

cos sin = Re.Ie n d


    =
2

n



Hence the result.

(8). Evaluate
2 2

0

0
sin

a d
I a

a

 


 



Solution : Let us change the integral limits from 0 to  to 0 to 2 so as to apply full unit circle

contour. Then
2

2 2
0

1

2 sin

a d
I

a

 


 


since the integrand is an even function.
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Proceeding as in Ex. (6) for substitution, we have

 
2

2 2
2

1

12
1

4
C

a dz
I

iz a z
z

 
 

   

2 2 4 2

2

4 2 1C

a z dz

i a z z z
 

  

 4 2 2
2

4 2 1C

z dz
ai

z a z
 

  

The integrand has the poles given by the roots of  4 2 24 2 1 0z a z   

Since it is a quadratic in 2z , let the two roots be 2 2z  and
2 2z  so that 2 2 24a z    ,

further, 2 2 1   from the biquadratic equation. Let
2 1  , then

2 1  .

So  and  poles (simple) lie in the contour..

 
 

   2 2 2 2
Re

z

z z
s Lt

z z




 


  

   2 22



  


 =  2 2

1

2  

Similarly,  
   2 2 22

1 1
Re

22
s 

  
  

   
 

   2 2 2 2

1 1
2 . 2

2 2
I ai i

   

 
   
  
 

by residue theorem

  2 22 2

4 4a a 

  


 



We know that    
2 2

2 2 2 2 2 24            
2

2 2 24 2 4 4 4 4a a a    

or  2 2 2 216 1a a    24 1a a 

2

4

4 1

a
I

a a


 

 2 1a






(9). Show that

2

2 20

2

sin

d
a b

a b a b

  


 

 
using a suitable contour,,
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Hence deduce the value of  

2

2
0 sin

d

a b

 






Solution : As in Example (6), if we proceed with the substitution of a unit circle contour 1z  ,

 
2

22
0

2

sin 21

2

c C

dz
d dzizI

a b bz aiz bb z
a

z i

 


    

  


2

2

2
1C

dz

aib z z
b

 
 

The integrand has the poles given by the roots of

2 2
1 0

ai
z z

b
   or

2 2

2 2

1 2 4
4 1

2

ai a ai a
z

b bb b

   
           
      

2

2
1

ai a
i

b b

 
     
  

since a > b

2 2a a b
i

b

  
 and

2 2a a b
i

b

  
which are simple.

If we put
2 2a a b

i
b


  

 and
2 2a a b

i
b


  

 then 1  as 1  from the given

conditions a b . and 1   .

So the simple pole  only lies inside the contour 1z  .

   
    2 2

1 1
Re

2z

b
s Lt z

z z i a b
 

   
   

   

2 2

2
2

2

b
I i

b i a b
 


from the residue theorem

2 2

2

a b





which is the required result.
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Now consider  
2

2 20

2
,

sin

d
I I a b

a b a b

  


  

 
. Taking the partial derivative w.r.t. a on both

sides, we get    

2

2 3
2 2 20

1 2 1
. 2

2sin

d a

a b a b

  





 

 

or    

2

2 3
2 2 20

2

sin

d a

a b a b

  




 

(10). Evaluate
0

cos2

5 4cos
d

 





 by the method of residues.

Solution : Let us change the limits of integration to 0 to 2 as we use full unit circle as the contour..

0

cos2

5 4cos
I d

 



 



1 cos 2

2 5 4cos
d










 
  the integrand is even.

2

0

1 cos 2

2 5 4cos
d

 



 

 if    

As the contour c is 1z  ,
2

2

1 1
cos2

2
z

z


 
  

 

1 1
cos

2
z

z


 
  

 
, idz e i d  or

dz
d

iz
 

 

 

4
2

2

1
1

1 2
42

5 1
2

C

z
zI

iz z
z


 

 
   

 
 

4

2 2

11

4 2 5 2C

z dz

i z z z


 

  

 4

2 2

1

58
1

2
C

z dzi

z
z z


 

 
  

 

 

 

4

2

1

18
2

2
C

z dzi

z z z


 

 
  

 

The integrand has the poles z = 0 (second order) and
1

2
z  and 2 as simple poles.
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But z = 0 and
1

2
only lie inside the contour..

 
 

 

2 4

0 2

1
Re 0

1
2

2

z

z zd
s Lt

dz
z z z






 
  

 

4

0 2

1

5
1

2

z

d z
Lt

zdz z


 
 

  
  
 

   2 3 4

20
2

5 5
1 3 1 2

52 2

25
1

2

z

z
z z z z

d
Lt

dz z
z



   
       

    
 

  
 

 

 

4

1
2

2

1 11 1
1 172 16Re

1 1 32 6
2

2 4 2
z

z z

s Lt

z z z

 
   

       
          
   

5 17
2

8 2 6

i
I i

 
   

 
according to residue theorem

12


 .

8.4 Improper Integrals of rational function :  f x dx





The integral  f x dx



 for which the interval of integration is not finite, is called an improper

integral. Such integrals will be evaluated using contour integration techniques.

The method consists of the following steps

(i) Consider the function  f z by replacing z for x in  f x

(ii) Find the poles of  f z and their orders.

(iii) Let us choose a semi-circular contour C given by z R , Im z > 0 as in Fig. 2. (i.e.)

upper half plane. We choose R large enough to include all the poles in the half-
plane.
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-R RO

RC

Fig. 2.

(iv) Consider those poles which lie inside the contour and find the residues at these
poles only.

(v) Applying Cauchy's residue theorem and taking the limit as R , we can write

     
R

R

R RC C R

f z d z L t f z d z L t f x dx


    

    ......... (4)

2 i (sum of residues at those poles which lie inside the contour)

(vi) In most of the problems  
R

R C

Lt f z dz


 always goes to zero according to the theorem

that follows.

Theorem :

Let RC be an arc of the circle z R , having 1 2    and R  ,  z f z tends uniformly

to b, then

   2 1

R
R C

Lt f z dz ib  


  ................ (5)

Proof : By selecting R sufficiently great, we can make

   z f z b z f z b      where   .

 
R RC C

b
f z dz dz

z


   . Put Re Re .i iz dz i d   

So      
2 2

1 1

2 1

RC

f z dz b i d bi i d
 

 

           

     
2

1

2 1 2 1
RC

f z dz bi i d




            

   2 1
R

R C

Lt f z dz bi  


  

Note : In all the problems, as the present syllabus is concerned, the value 'b' will be zero.
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Examples :

(11). Using a suitable contour, evaluate 6
0 1

dx

x






Solution : Consider the function   6

1

1
f z

z



. The poles are given y the roots of 6 61 0 1z z   

or  2 16 n i
z e




2 1

6

n
i

z e




  (n = 0, 1, 2, 3, 4 and 5)

So the poles are

3 5 7 9 11

6 6 6 6 6 6, , , , ,
i i i i i i

z e e e e e e
     

 = 3 5 7 9 11, , , , ,      if 6

i

e


  .

which are all simple.

Let us choose a semi-circular contour C as z R , 0lm z  as shown in Fig. 2. The only

poles that lie inside the contour are 3 5, ,   since their amplitudes are all less than  as can be

seen from the fig. 3.

-R R

RC

*

* *

*

*

*

y

x

7

9

11

3

5

Fig. 3

Now Res   = 6 1z

z
Lt

z







. If z  is substituted, we get an indeterminate form as 6 1z 

contains  z  as a factor. So applying 'L Hospital rule for finding the Limit,
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 

 
 

 
 

5 5

3 6

5 15 3
3

5
5 25

5

1 1
Re

66 6
1 1 1

Similarly Re 1
6 66

1 1 1
and Re

666

z
s Lt

z

s

s








 
 








  



   


  





 Sum of the residues
3

i
 

Now applying Cauchy's residue theorem and taking the limit as R  , we get

    2
3

R

R

R RC R

i
Lt f z dz Lt f x dx i



  

 
    

 
............. (6)

Now we prove that   0
R

R C

Lt f z dz




  6 61 1z z z

zz
Lt z f z Lt Lt

z z  
 

 

5

1

R
Lt O

R

 
  

 
(order of 5

1

R
)

So according to (5)   0
R

R C

Lt f z dz




Or another method to prove  
RC

f z dz to vanish in the limit may be as follows.

 
6

1

1R RC C

f z dz dz
z

 


2

6
0

1

1
R d

R



 
  iz Re  , idz Re i d  , dz R d and 1 2 1 2z z z z  

i.e., 6
2

1

R

R



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Thus, in the limit as R  ,  
RC

f z dz goes to zero. So equation (6) becomes

6 1

dx

x






 6
0

2
1

dx

x



 


2

3




or 6
0 1

dx

x






=
3



(12). Apply the calculus of residues to prove that
 

3
2

3

81

dx

x








Solution : Consider  
 

3
2

1

1
f z

z



. The poles are given by z i and i each being third order..

Let us choose a semi circular contour such that ,z R Im   0z  as can be seen in Fig. (3).

z i only lies inside the contour..

 
 

 
2

3

2 3
2

1 1
Re .

2z i

d
s i Lt z i

dz z i

 
   
 

  
=  

2

2 3

1 1

2z i

d
Lt

dz z i 

  
 

5

1 1 3
3 4 .

2 161z i
Lt

iz
   



Applying Residue thoerem and taking the limit as R ,

   
3 3

2
16 8

R

R

R RC R

Lt f z dz Lt f x dx i
i




  

    ........... (7)

Now    
3 322 1 1R RC C

dzdz

z z

 
  1 2 1 2z z z z  

   
3 3

2 2

2

1 1RC

R d R

R R

 
 

  Re ,iz dz R d  
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So  
3

2
0

1R
R C

dz
Lt

z




(7) becomes

 
3

2

3

81

dx

x








(13). Show that

2

4 2

2 5

1210 9

x x
dx

x x





 


 

Solution : Consider the function  
2

4 2

2

10 9

z z
f z

z z

 


 
whose poles are 3z i , 3 ,i i and i which

are simple. Let us choose a semi circular contour  , Im 0z R z  as given in Fig. 3. The only

poles which lie inside the contour are 3i and i .

 
  

   

2

23

3 2
Re 3

1 3 3z i

z i z z
s i Lt

z z i z i

  


     

2

23

2 7 3

481 3z i

z z i
Lt

iz z i

  
 

 

 
   

      

2 2

2 2

2 2 1
Re

169 9z i z i

z i z z z z i
s i Lt Lt

iz i z i z z i z 

     
  

    

Sum of the residues
7 3 1 10 5

48 16 48 24

i i

i i i i

 
   

Applying the theorem on residues and tend R to  , we get

2 2

4 2 4 2

2 2 2 5 5

24 1210 9 10 9
R

R

R RC R

z z x x i
Lt dz Lt dx

iz z x x

 

  

    
   

   
.............. (8)

Now

22

4 2 4 2

22

10 9 10 9R RC C

z zz z
dz dz

z z z z

  
 

   
as 1 2 1 2 1 2 1 2z z z z and z z z z     

22

4 2
0

2

10 9

R R
R d

R R




 

 
 

as R ,iz e dz Rd  
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 2

4 2

2
2

10 9

R R R

R R


 


 

2

4 2

2
0

10 9
R

R C

z z
Lt dz

z z

 
 

 

Hence Equation (8) becomes

2

4 2

2 5

1210 9

x x
dx

x x





 


 

8.5 Improper Integrals of rational function when poles lie on the real axis :

The procedure of evaluation involves the following steps :

(i) Choose as usually  f z by replacing x with z.

(ii) Find the poles and their orders.

(iii) Choose the semi circular contour C with z R ,  Im 0z 

(iv) Find the poles which lie inside the contour. Further, if there are real poles, they lie on the real
axis (i.e.) on the boundary of the contour and they are to be indented by means of a small

semi circle such as z a   (arbitrarily small +ve number) as shown in Fig. 4.

-R RO

RC

a a

C

Fig. 4

(v)Find the residues at the poles interior to the contour.

(vi) Applying Cauchy's residue theorem and letting R and 0 , we get

       
0

0 0R

a R

R R RC R C a

Lt f z dz Lt f x dx Lt f z dz Lt f x dx




 
 



    
 

     
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2 i (sum of the residues of interior poles) ......... (9)

Having known the evaluation of  
R

R C

Lt f z dz


 , the integral  
0 C

Lt f z dz



 can be evaluated

from the following theorem.

Theorem : If    
z a
Lt z a f z b


  , where 'b' is a constant, and if C is an arc 1 2    of circle

,z a   then    2 1
0 C

Lt f z dz ib



 


  ................ (10)

Proof : For a given  , we can find  such that    z a f z b    for all z a   . Again selecting

  , we shall have    z a f z b    on the arc C .

   z a f z b     where  

 
C C

b
F z dz dz

z a
 


  

 , Now put i iz a e dz e i d       (or)
dz

i d
z a




 
2 2

1 1C

f z dz bi d i d


 

 

      

or      
2

1

2 1 2 1
C

f z dz bi i d






          

   2 1
0 C

Lt f z dz i b



 


  

Examples

(14). Choosing a suitable contour, evaluate 4
0 1

dx

x






.

Solution : Consider the function   4

1

1
f z

z



and the poles are given by the roots of 41 0z  (i.e.)

z = +1, -1, +i, and -i, all being simple. Let us choose a semicircular contour C such that z R ,

 Im 0z  . The only pole which lies inside the contour is +i and poles +1 and -1 lie on the real axis

and hence they are to be indented as shown in Fig. 5.
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-R O R

RC

1  1 1   1  

C C

-1 +1

Fig. 5

 
 

    2

1
Re

41z i

z i
s i Lt

iz z i z i




  

Now applying Residue theorem, and taking the limits as R ,  and  tending to zero,

we get

       
1 1

0 0 1
0 0R

R RC R C

Lt f z dz Lt f x dx Lt f z dz Lt f x dx


 

  
 

  

     
 

     

   
0 0 1

R

C
R

Lt f z dz Lt f x dx


    


    2 Rei s i  ............ (11)1)

Integral around RC :

2

4 44
0

1

1 11R RC C

dz R d
dz

z Rz

 
   

 
iz Re  , Re .idz i d  , R idz d i d 

4

2
0

1

R

R


  


as R

  0
R

R C

Lt f z dz




Integral around C :

 
   4 21 1

1 1 1
1

41 1 1 1z z

z
Lt z Lt

z z z z 


  

   

 According to Equation (10) of the theorem,
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40

1

1C

Lt dz
z







=  
1

. 0
4 4

i
i


  

Integral around C :

 
   21

1 1

41 1 1z

z
Lt

z z z

 


  

 40

1 1
0

4 41C

i
Lt dz i

z







 
      

  

 Equation (11) becomes

     
1 1

1 1

1
0 2

4 4 4

i i
f x dx f x dx f x dx i

i

 


 

 

       

or 4 21

dx

x








or 4
0 41

dx

x






(15). Use the method of contour integration to prove that

1

2
0

cos
2 21

ax a
dx ec

x

   
  

  
0 2a 

Solution : Consider the function  
1

21

az
f z

z






which has the singularities.

0z  (branch point) as 1az  is a many valued function for 0 2a 

and z i (each being simple pole)

Choose a semi circular contour C such that z R ,  Im 0z 

z = 0 singularity lies on the real axis and hence it is to be indented as noted in the Fig. 6
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-R O R

RC

C

Fig. 6

z i  only is the pole lying inside the contour..

 
 
   

1 1 21
Re

2 2 2

ia
a a

a

z i

z i z i e
s i Lt i

z i z i i


 




      

 

Applying residue theorem and taking the limits as , 0R  

       
0 0

0R

R

R RC R C
R

Lt f z dz Lt f x dx Lt f z dz Lt f x dx




  




   
 

      = 2
1

2
2

ia
i e




 

  
 

......... (12)

Now  
1

22

2
Re ; , 1 1

1R R

a

i

C C

z
f z dz dz z dz Rd z z

z

 



      


1

2

2

1

aR R

R

 




(i.e.)
2

2
0

1

aR

R


 


as R for 0 2a 

  0
R

R C

Lt f z dz


 

 
1 1

2 20 0
0 . 0

1 1

a a

zC

z z z
Lt dz i Lt

z z



 

 
  

 

 Equation (12) becomes

1 10
2

2 2
01 1

aia ax x
dx dx ie

x x




 



   
 
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or
  1 1 1

2
2 2

0 0

1

1 1

a a aiat x
dt dx i e

t x





   
   

 

(i.e.)

1 1

2
2 2

0 01 1

aia a
ai x x

e dx dx i e
x x


 

  

    
 

or

1 2

2
0

2 2

2

21 1

ai
a

ai ai a
i

x i e i
dx

x e
e e



  

 




  

 


sec
2 2

a
co

 


8.6 Integrals of the type  cosf x mx dx



 and  sinf x mx dx




 :

When  f x is a rational function, such types of integrals occur in connection with Fourier

integrals.

The evaluation of those integrals by counter integration methods involves the following steps.

(i) Consider the function     imzz f z e 

(ii) Find the poles and any other singularities such as branch points

(iii) Choose the contour C such that z R ,  Im 0z 

(iv) If there are singular points lying on the real axis, let them be indented. If there
are poles lying inside the contour, find the residues.

(v) Apply Resiude theorem and take the limits.

While proving the integral on major semi circular contour to be zero in the Lt R , equation

(5) or usual procedure which has been adopting is not useful. However, Jordan's lemma is useful.

Jordan's inequality :

When 0
2


  , we have

2 sin
1



 
 

i.e.,
2

sin


 


  ..................... (13)

Which is caled the Jordan's Inequality.
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Jordan's Lemma :

If   0f z  uniformly as z  , then   0
R

imz

R C

Lt e f z dz


 m > 0 ------- (14)

Where RC denotes the semi circle  , Im 0z R z  .

Proof : Here R is large enough to include all the singularities within RC and none on its boundary..

Since   0
R
Lt f z


 , it follows that for all the points on RC ,  f z  ,  being a small

+ve number. Now  
R

imz

C

e f z dz

 
R

imz

C

e f z dz 
R

imz

C

e dz 

 cos sin

0

im R i R
e R d


  

  Putting Re ,iz dz R d  

(i.e.)
0

m R Sine R d


  

(i.e.,)
2

sin

0

2 mRR e d



   Where Jordan's inequality can be applied.

2
2

0

2
m R

R e d




 


 
2

sin





 ,
2

sine e


 


 

i.e.,  1 mRe
e

m


   as R

  0
R

imz

R C

Lt e f z dz




Example

(16). Prove by contour integration that

0

sin

2

mx
dx

x




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Solution : Consider the function  
imze

z
z

  where  f z is taken to be
1

z
which has z = 0 as a

simple pole.

Let us choose the semi circular contour 'C' such that z R ,   0lm z  wherein z = 0 is to

be indented as shown in Fig. 7.

C

RC

+R-R O

Fig. 7

There are no poles lying inside.

Now applying Cauchy's residue theorem and taking the limits as R and 0 , we get

0 0
0

0
R

imz imx imz imxR

R RC R C
R

e e e e
Lt dz Lt dx Lt dz Lt dx

z x z x




  




   
 

       ........ (15)

Now
R R

imzimz

C C

ee
dz dz

z z
  : ,i

RC z Re dz R d  

sin

0

mRe
R d

R






 

2
2

0

2
m R

e d

 

 


  by Jordan's inequality.

 1 0mRm
e as R

R

    

0
R

imz

R C

e
Lt dz

z
 
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Again  
0

0
imz

C

e
Lt dz i b

z






  where

 
0

0
1

imz

z

z e
b Lt

z


 

i

 Equation (15) becomes

0

0

0
imx imxe e

dx i dx
x x






   

or
0 0

imx imxe e
dx dx i

x x


 

   

0

sin
2

mx
i dx i

x






or
0

sin

2

mx

x





(17). By contour integration method evaluate 2
0

1 cos x
dx

x

 


Solution : Consider  
 

2

1 /1
iziz e ze

z
zz




 

in which z = 0 is a simple pole (since z = 0 as per the numerator is a removable singularity).

Choose the semi circular contour C. z R ,   0lm z  . Since z = 0 pole lies on the real axis and it

is to be indented as shown in Fig. 7. There are no poles lying inside. Now applying Cauchy's
residue theorem and letting R tend to infinity and  to zero, we have

2 2 2 20 0
0

1 1 1 1
0

R

iz ix iz ixR

R RC R C
R

e e e e
Lt dz Lt dx Lt dz Lt dx

z x z x



  




   
 

   
       ......... (16)

Now 2 2

11

R R

iziz

C C

ee
dz dz

z z


  Put Reiz  , dz R d

 sin

2
0

1
0

Re R d

R


 

  as R   by applying Jordan's lemma



Contour Integration of Definite Integrals28M.Sc. PHYSICS

 2
0

1
0

iz

C

e
Lt dz i b

z





  where

2
0

1 iz

z

e
b Lt z

z


 = i (by L Hospital's rule)



Equation (16) becomes
0

2 2
0

1 1ix ixe e
dx dx

x x


 



 
  

or 2 2
0 0

1 1ix ixe e
dx dx

x x


  
  

(i.e.) 2
0

2 2cos x
dx

x


 


2
0

1 cos

2

x
dx

x

 
 

8.7 Evaluation of Integrals using double circular or full circular contours :

Let RC denote the circle z R where R and C the circle z  where 0 these

two circles are joined along a cross cut which includes the positive side of the real axis. This type
of contour is usually used in evaluating integrals involving many valued functions having branch

point at z = 0. Further, poles of  f z lying only on the positive side of the real axis are to be indented.

In other words, the poles lying on the negative side of the real axis are considered to be interior
poles where the residues are to be computed.

Note : There is no special merit in using a particular curve as contour for a particular integration,
but infact any of the semicircle, circle, quadrant of a circle or a rectangle whichever is suitable can
be used as a contour unless otherwise stated.

Examples

(18). Using a full circular contour, prove that

1

0

0 1
1 sin

ax
dx a

x a







  


Solution : Consider the function  
1

0 1
1

az
f z a

z



  


. This has a simple at 1z and z = 0 is a

singularity called branch point as it is given by 1 0 1,az a   the many valued function. Now let us

choose a full circular contour z R having z = 0 indented by a full circle z  with a cross cut as

shown in Fig. 8.
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O

C

2 i

0ie

RC

0iR e

2 iR e 

x axis

Fig. 8

Residue is to be obtained at z = -1 which is an interior point.

 
 

   
1

1 1

1

1
Re 1 1 0 1

1

a
a i a

z

z z
s Lt e a

z




 




      




Hence by Cauchy's residue theorem, applying limits as R , 0 , we have
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Now
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 Equation (17) can be written as
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8.8 Summary :

This entire lesson is concentrated on evolving techniques for the evaluation of various types
of integrals using differnt contours. The integrals using different contours. The integrands,
possessing many kinds of singularities, are useful in the required integrals. Such integrands occur
as functions in stability problem, statistical mechanics, optics etc.,

The choice of a suitable contour depends on the problem on hand. One must be careful
about the many valued functions wherein branch points occur as singularities. In all the problems

we come across, the integral over the major contour as R goes to zero. Care must be

excercised in judging the poles lying inside, outside and on the real axis (for semi circular contours)
or on the positive side of the real axis (for full circular contours) and in applying the theorem on
residues.

8.9 Key Terminology :

Residues - Unit Circular Contour - Indentation - Jordan's inequality - Branch points - Full
circular contours.

8.10 Reference Books :

1. M.R. Spiegel - 'Theory and problems of complex variables' Mc GrawHill Book Co. 1964

2. B.D. Gupta ' - Mathematical Physics' Vikas Publishing House Pvt. Ltd., 1980

3. P.P. Gupta, R.P.S. Yadav and G.S. Malik - 'Mathemerical Physics' Kedarnath Ramnath,
Meerut, 1980.
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8.11 Self Assessment Questions :

1. If C is the circle 2z  , evaluate cosC

z
dz

z


2. Find
C

Cot z
dz

z
 where 1z 

3. Show that 2
0

cos2

1 2 cos

d

k k

  



  is equal to (i)

2

21

k

k



  2 1k  (ii)  
 2

2 2
1

1
k

k k






Hint : Proceed as in Example (10)

4. Choosing a suitable contour, prove that
2

0

2

5 4 6
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d

Cos

  







5. Show that  
2
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0

cos sin cose d


    

6. By the method of residues, evaluate
2

2
0 1 2 sin

d

p p

 




 
1 1p   .

7. Using contour integration techniques, show that 4 2
0

3

61

dx

x x




 

8. Evaluate 4
0 1

dx

x






by the method of residues.

9. By contour integration, evaluate    21 2

dx

x x






 

10. With a proper choice of the contour, prove that
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1

ax
dx a

x
 
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

0 1a 

11. Show that 2
0
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dx e m
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

12. By theory of residues, show that
2

2
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2

x
dx

x


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13. Evaluate 2 2
0

cos x
dx

x a






by contour integration.

14. Show that, if 0a b  , then  2
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

 
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CARTESIAN TENSORS
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9.4.1 (i) Zero ordertensor
9.4.2 (ii)Firstorderteqsor
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9.5 Symmetric and skew-symmetrictensors
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9.10 Summaryof the lesson
9.11 Keyterminology
9.12 Self AssessmentQuestions
9.13 Reference Books

9.1 lntroduction:
The simplest quantities of Physical interest are those having only one component independent

of the coordniate system used. lf we make coordniate transformations without changes of fundamental

units, these quantities remain invaraint. Such quantities are called scalars or iluiuianls whose

magnitudes are the functional values.
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Next are the physical quantities which for their complete specification, require, as many
components asthe space hasdimensions. Such quantitiesare'n'components in an'nldimensional
space. In a particular coordniate system, the magnitudes of these components are fixed. Whenthe
coordniate transformation takes place, the magnitudes of the components change from system to
system. lf we wish to call that physical quantity as'Vector'which represents the magnitude and
direction of that quantity, its value (magnitude) should be the same in every system. Any changes in
the magnitudes of the components in different systems are related definite rules of transformations.

So far we have considered only two types of physical quantities scalars and vectors. By
recalling some more physical concepts, we introduce tensors. For example, in an isotropic medium,

strerss t andstrain S arerelatedbythevectorequation f=kS , i and $ havingthesame

direction. lf themediumisnotisotropic, t and s arenotingeneralinthesamedirection,itisthen
necessary to replace the scalar k by a more general mathematical construct capable, when acting

on the vector $ , of changing its direction as well as its magnitude. Such a mathematical construct is

called'tenso/.
Similarexamples in anisotropic media can be stated such as

i) i=e r

and

ii) i=pH

p = electric polarization

E = electric field strength

e = electric susceptibilitytensor

i = Intensity of magnetizaltion

H = Magnetic Field strength
p = Magnetic secceptibility lenear

lf we choose a general curuilinear coordniate system which could be used as in the general
theory of relativity, we callthe tensors as'generaltensors'. However in the case of specialtheory of
relativity in which we dealwith flat or Eucledian space, we can setup a special set of c'oordinate
systems called'Cartesian Coordniate systems'. These cartesian ceordniate systems are related to
one another through linear orthogonal transformation. The tensors in this case are called'Cartesian
tensors'which are nothing but a special class of the'general tensors'and are concerned only with
'linear orthogonal transformation'.

9.2 Linear orthogonal transformations :

In the Euclidean space of 'n'dimensious, let us set up two cartesian coordniate systems xi and
x" i = l, . . . n. The coordniates of a point in the two systems are related by the following equations
of transformation:

*"=Iu,j xj
i=l

..... (1 )

which represents a linear transformation related to the rotation of axes only i.e without any
change of origin. The transformation coeffecients a' arethe cosines of the anglbs between the
ith and jth axes.
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Thus a transformation is said to be'orthogonal'if it leaves the length of the displacement
.a

vector or l*- unaltered.

So if the lineartransformation in (1) is also assumed as orthogonal, then

Ef=FrF ....(2)

9.3 Tensor notation and summation convention :

The following rules of notation are used in writing tensors and tensor equations.

1) lf an index appears only once in a term of the tensor equation, it is called a'free index'.

2) lf an index appears twice in anyterm of the tensor equation, the term stands forthe sum over
all possible values of that index. This is known as Einstein summation convention. The
summation index is a dummy index (repeated index) and can bg freely changed overto any
other letter and not already present in the term. This summation index does not represent
tensor character.

3) No index should appear more than twotimes in aterm.

4l Hereafter, whbnevera repeated index appears it is understood thatthe summation is implied
overthat index and hence summation symbol is dropped.
Using this notation, EQn (1) and (2) can be written as

x'i ='arj xj ....(3)

xix'i = xn xn .... (4)

substituting equation 3 in equation 4,

*" *" = (uu 
"')(u,* 

*n)= a., a,n xix* ....(5)

equations (4) and (5) agree only if

o,j 8'. = I forj= k]
' and=oforj+kJ ....(6)

Now introducing kronecker delta symbol as

6:u - I j=k

- 0 j'.k ....(7)

Equation 6 can be wrrtten as

a;; ai1 = d1r "" (8)

which is the condition to be imposed to make the transformation (3) orthogonal.

To obtain the inverse transformation of (3), we proceed as follows :
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....(3)

of aik x" = ?;j ilit xJ

= t;1 xj=1k

.'. xk = ?,u X" ....(9)

which is the inverse transformation to eqn (3).

The Kronecker symbol 6u in rectangular cartesian coordniates equals a #, since

dx' I i=il
*=., , -,f , Sincexi andxarethe coordniatesof thesamesystemandhencetheirvariationsox' u l;cJl'

are independentof each other.

tu'

Thus 4i =3 ...(10),&J

Further, it can also be viewed that 6,' acts as'index change'operator

for 6u a,= a, .... (1 1 )

Thustheoperator 6', operatingonanentrity a, hastheeffectof substitutingiforj.

9.4 Glassification of Gartesian tensors :

The tensors are classified with differentorders or ranks accordingtothe numberof components
they have in a space of given number of dimensions. Thus an entity having the number of its
components equal to nk in a space of n dimensions and having the requisite tnnsformation properties
will be called a tensor of rank or order k.

9.4.1 i) Zero order or Zero rank tensors
Azero ordertensor will have n0 = 1 component in every coorflinate system. Then'Scalars'

are tensors of the zero rank.

9.4.2 ail First ranktensors
Any set of n quantities which take values A, in one coordinate system and which transform in

the same manner as the components of a position vector (i.e.) such that
Ai = a,, A.1

x" = &ij X]

....(121
are said to be the components of a vector in the n-dimensional Euclidean space with respect to
orthogonal cartesian coordinates.

Thus anentity having nl = r coffiponents is a space of n dimensions is said to be a'tensor of
rankl' or equivalently an entity havingthe number of its components equal to the number of spEge,
dimensions is called a'tensor of first rank'if its components transform.under,linear orthogonai
transformation as the components of the position vector as in equation 12.
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A first rank will have 31 = 3 components in 3 - dimensional space and 4r = 4 components in 4
dimensionalspace.

Afirst rank tensor is called a'Vector'.

9.4.3 iii) Second ranktensors :

A second rank tensor in an'n'dimensional space has n2 components.
Consider two tensors of the first rank A, and 8,. Upon a coordinate transformation, their forms

are

Aj =auA,
Bl = a,n Bu

Then the n2, quantitive Ai Brtransform as

Al B; = a,, a,u A, Bu

Any set of n2 quantities which transform in the above manner (i.e) which transform as

Ii = a', arr lr .... (14)

are said to be the components of a'second rank tensor'.
In 3 - dimensional space, a second order tensor has 32 = 9 components and 42 = licomponents

in 4 - dimensional space.
Athird ordertensorin n-dimensionalspace has its tawof transformation as
Tijr = air a1n1 akn Tlnn .... (1s)

....(13)

Similar law of transformations can be expressed for any ordertensor.

9.5 Symmetric and Skew - Symmetric tensors :

A tensor of any rank is said to be symmetric if its two components which are obtained from
each other by the interchage of any two indices are equal. Then it is said to be symmetric with
respect to those two indices.

2nd order : lf A,, = A,,, then A,, is symmetric

3rd order : lf A,,* = Air j then R,,* is symmetric with respect to j and k indices
A tensor of any rank is sbid to b6 skew (anti) symmetric if its two components which are

obtained frorn each other by theinterchangd of any two indices are equal but of oppsite sign.
. 2ndorder : lf A, = - {, then A' is skew symmetric i.e., note that allthe elements of the type 4.

vanish in the case. 
;

3rd order : lf A,,, - -A;i,, then A.,,isantisvmmetricwith respectto i and j.

9.6 Algebraic operations on cartesian tensors :

9.6.1 i) Addition and subtraction :

The sum-or ditference is defined only in the case of same rank tensors and the result is once
again tensorof the same rank.
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A;.;1r*Btit t=Critt

Ailn*Bi.;rr =Diir.r

9.6.2 ii) Multiplication :

The product of two tensors of any rank is also a tensor of rank equalto the sum of the ranks of
the tensors concerned.Thus if A., and Br,,n are two tensors of socond and third orders respectively,
then their product A,; B*,. = C,io, ib a tensor of rank 2+3 = 5.

9.6.3 iii) Contractionof atensor :

This is a very typical operation with tensors of rank equalto or higherthan 2.
The process of contraction of a cartenian tensor consists of putting two of its indices equal in
which case the summation over that index is automatically implied.
Contraction a tensor gives another tensor which is 2 ranks lower than the original tensor.
Consider a tensor A,,o, of rank 5, then its transformation is given as
Alla,r= aip a.;q at, ar, a*, \qr*,
No-nt apply contraction with respectto I and m by putting | = m in equation 16.We obtain
Aliu*r =&ip ajq &k, &r, ar, Apqr.,

= aip ojq 8k, &., Aoorr, from eqn. (8)

= ?ip ojc ak, Apqrrr

which is the law of transformation of a 3rd rank tensor

i.e., Ai.ir = arp ojq ak, Apq,.

Note : lf an index labelled to a tensor is a repeated index, it wilt not contribute to the order of the
tenson

"] Tffi;#il:ll1:'.l:ffffi:ll:ll3 
" 

*o'inate axes are known, *s ounponentS,
relative to all other sets of co-ordinate axes can be known thrcugh the tiansformation of equations.
The tensor is an entity independent of any particular system of axes.

ii) lf the components of a tensor with respect to any co-ordinate system are all zero,then its
components with respect to alf other systems will also be zero. Further, if a tensor equation holdsgood in one co-ordinate system, it will hold grood in every other mordinaie ryrt"r.

. iii) Every tensor can be expressed as the sum of two parts, one symmetric and the otherantisymmetric. Thus, if A,, is a tensor, then - . -- - r " '-'

"u = | rn11 +A.,il *,|tn;i - Ali )

bracket is an antisymmetric tensor.

where thefirst bracket is symmetric and the second
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9.8 Special carterian tensors
. Tensors which have the same components in all the frames of reference are called as'invaniant

0r,isotropic'tensors. We consider two such tensors, namely, Kronecker tensor and Alternate or

Epsilon tensor.

0.8.1 (i) Kroneckertensor :

In the orthogonal carterian coordinate system, we kno-vv that the three basis unit vectors

81,62,6, have the PioPertY

r i=i Iq.e.i=o i*: I
or = 6,, (Kroecker delta)

It can be shown that 4i is a tensor of rank 2. lf it is a tensor of rank 2, it must transform as

.... (17)

.... (18)

follows :

6'U = u', air 6p = 8;1 fl;I

= 6ii from equ'ation 8

Hance du is a tensor of rank 2..

9.8.2. (ii) The alternate or Epsilon tensor :

,, We know the reldtion among the three orthonormal basis vectors er, e2, e3 as

Q x6i = 0 and 6;x6.1 = 6n "" (19)

-. where i, j, ktake valuesrfrom 1 to 3.

,, Sothedirectionof theu6dot 6,x6, isalong 6* anditsmargnitudeisgivenby 6'x6,'0t' Or it

Can be seen that
' 6,'x6,.6u = O ifanytwooftheindicesi'j'kareequal'

=+liftheindicesi,j,kareunequalandincyc|icorder.
= = 1 iftheindicesi,j, fareunequalandnotincyclicorder' """ (20)

Introducingasymbol e,,* knownasalternateor'epsilon'tensor,itisdefinedasfollows:

€ rjr = 0 if any of thetwo indices are equal'

= +1 if the inidces are unequal and in cyclicorder

= -1 if the indicesare unequal and not in cyclicorder

This is a third order anti - symmetric tensorwhich transforms as

...(22\.
4r. = ?it ojrn okn €l.n

lf has 33 = 27 cornponents in 3 - dimentional space of which six only are non zero components'

The e - tensor can be used to write the cross product of two vectors A and B

Let I = AxB,then

.......(21).



Dr =Az Br -A, B, = €r23 ArB. +€r32A382 ...92r=I €*l __l

, : €rjr, A, Bu (using summation convention)

Similarly D2 = €:11A; 81 and D3 = e'u A,Bu

OI D. = €ilr A.;Bu ..... (23)
This is the representation of the cross product of two vectors using e - tensor notation.

In the same way, the scalartriple product of A, A, c can be written as

r = c. (AxAl

= Ctjt Ci AJ Bk

i= (xl, x, , x.) (i.e.) u, = u, (X1, xt , X3)

= u, (x')

inviewofequations(20)and(21). ...... (24)

9.9. Examples of tensors in elasticity :

9.9.1 (i) Strain tensor :

.. When we apply some forces to a solid elastic body, the particles of that body undergo relative
displacements. That is, the configuration of the body chinges or the body is in a 

,strained state'. The
ragid body translation and rotations do not produce any strain

For a mathematical description of the'strain'produced in the body, consider a rectangular.
carterian coordihate system (xt, x' , x3). When the forces are applied to tne body, each point 6t tne
body is subjected to a dispalcement vector ,i which is a function of the position vector

Considertwoadjacentpointsp 1i; ande 1l+Oly . Let ff(i)
Pand 0(i+di) correspondingrybye. Letthe newpositions be

..... (2s)

be the dispalcement suffered by

p and Q' as shown in figure 1.

fr(i +ai)

Figure 1.

Q(r+ai)
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Then t (i+di) of thepointQmaybewrittenas

ff (i+di) = ui (X'+dx')

=u; (xi ; a 4i 
a*i

CD('

or ui (xi +d>C) -u, 1xi; =9L 6!
ox'

i = 1,2,3

au,il ir a rank tensor being the gradient of the components of the vector ff . so eqn. - (26) can
ox'

be written as

..... (26)

...... (31)

......(32)

..... (33)

rl
gL o*, = dxj lr [cl.qr). 1,et-&] I4i -" "" lz[a, a^, J l.a, a*' )l ..... (27)

| --- 
---Jl[_ Symrnetric AntiSYnrmetric 

-l

= dxj (e,,+fi,,) ..... (28)

I ( au, fo,)
where e'i= 2[#*p.; = "" "'.. (29)

' t (^l-Pl 
= - dti ..... (30)and A;i = 216: Ax' )

With the antisymmetrie tensor dii, ? YaCto( y u c1tl be associated as

dt: = eiiut//r'

I
where Vn = 2eiir A:

So from (28), {idxj = e,,* ,/rr d*t

The RHS of 33 can be considered as the i th component of the vector product g x di (vide

eqn. (23) which represents the displacement due to a rotation ti/ . Hencethe part li: dxj of the

displacement of the point e due to the'rigid body rotation'will not contribute to the'strain'. So in the

ntis of equation (2gi, e,, . dx' is called 'puie strain'while the quantities ei; constitute the components

of the'strain tensor'given bY



(^
l@t
I a,,T

I r(ar,,
| -l--":+

e,, = I 2\a^'u lt(tu',
[ '[.*t'

t /n ^ \

11 4'*ft, 
I

2[&r'az.,)
!(a, * to,')
z (a' ' a*r)

4,
ox-

drl
*)
to'')
;TIox- )

1/'4 ^ \rIdr otr, I+-l2[a''Axt)
oll-
;-,ox-

| ( Ar", ar, \
-t - +------1 |

2 (&, ax3 )

It is easify seen that the'strain tensor'e,, is a second rank symmetric tensorand has only sixindeprendent components. 
sr "\ vJ 

' 
I rr I rsrr rv ter ri

Ptiysical significance of the components of the,strain tensor, :- consider a volume element dxl dx2 dx3 in the srrape of a rectangular parallelopiped ABCDEFGas shown in the figure 2.

C

,ldx'

B

.D

*

G

A

E F

...... (34)

)
l'-

Figure2.
lf each point of the body is subjected to a dispalcement ri varying from point to point,fi (dut'dq, dur) is the corresponding dispalcement in the volume efement. The change in thexr - direction alone is

du, = 91 o*'
ox'

orchange per unit lenqth = +Ax'

au,
t nus ;i is the linear strain in the xl - direction. lf then follows that # ano S are the

inear strains in the x2 and x3 directions respectively. so the physical significance of the diagonal

"i

rl
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term in the'strain'tensor (34) is that they represent'elongations'or'linear strains'along the three

rectangular axes xl, x2, x3.

Next, we understand the significance of the otf-diagonal elements of the strain tensor.

Considerthe plane OABC alone of the parallelopiped and let it be deformed into a panllelogram

O A B'C, by applying a tangential force parallel to CB and keeping OA fixed as shown in figure 3.

Figure 3,

The point C moves to C' and B to B' and all other points between AB and OC slide over from

rectangle to the parallelogram. This type of deformdtion is termed as'shear'and is measured by

tan zcoc' equalto CC' /OC

CCt Au, atsplacement in x'direction ,AF\
(i.e)shearing strain= OC 

=ad =@ .....(35)

In this shearing strain, there is no deformation along the x2 - direction. The only other shearing

strain in which there is again no deformation along x2 - direction is

AA' au, disolacement in x3 direction:- = :- = -'-r--- aS ShOwn in the figUre 4.OA Ax' Change in the x'coordinate -- ...... (36)

Figure4.



But since shear is a scalar, the total shearing strain in xlx3- plane 
'r #. # Similarly

Atr" au. Au, au.
# * a7 and ;i * ai are the total shearing strain components in x2 x3 and x1 x2 - planes

respectively which are alltwice the off-diagonal terms in the strain tensor.

9.9.2 (ii) Stress tensor :

The stress is defined as the internalforce per unit area acting on a deformed body. The stresq;
may be directed normally or tangentially to the suriaces on which thly act. lf the deforming forces aut'
normally to a given area of an elastic medium, they produce pure eiongations and in thit case, the
stresses are called "tensile or normal stresses" anO it tne defoiming forcEs act tangentially,'shea(lg
stresses' are produced.

In figure 2, consider the face OCDE of the parallelopiped in the x2x3 - plane. Let a cumponenl
F,, oithe total force r. act normal to the face area A, = dx2 dx3. Then the stress (q) acting normal
to this face is defined by

.,rr=ff

In a similar manner, stresses normalto faces OABC and OEFA are defined respectively 
"qiAF, aF.. or, = jfi and o:: = 6i

Thus the only'normal stresses' acting On the faces of the volume element ?r€ o'11, 6222 .,33. .

Next considertangentialforces acting on the face OCDE, i.e., the forces acting along x2 and xe
directions. Then the shearing stress in x2- direction acting on a'plane perpendicular to the xr ,,

direction is defined by o,, = *
When the force is along x3 - direction acting on the same face OCDE, the shearing stress o,,

..... (37)

...... (38)is given by o,, = #
NQle; OCDEplaneisf f -plane. Therearetwoaxialdirectionsnametyf -axisandf -axis. But
there is a unique normal i.e., xt 'axis. Thus there are two shearing stress components c* dnd c,
asdefined above)

In a similar manner, for the other two planes also, two more pairs of shearing $tresstcomponenb

can be defined as ozr = *,or, = #
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AF, AF,

and sr, = bE-,oil = !f
Sothetota|stresscanberepresentedbyamatrixaS

(o,' 6tz o''l
T = lo, 6zz or, | ...... (39)

Iorr 6tz a:l)

It can be Ehown that shearing stresses on mutually perpendicular planes are always equal

i.e., o,, =62t,ci3 =o3r andor, =632,OnceagainconsidertheparallelOpiped(fig'2)withSideSdxl'
dx2 and dxs. Now forthe volume element to be in static equilibrium, the angular accelaration vanishes

or the totar torque must be zero. or the barance of moments of forces requires that

(orrdxzdx3;dxr =(o2rdxrdx3;*612 or o', -ozl Similarly ot3 =63r and o1 =o32 - (40)

Thus the stress matmix is symmetrical and needs o?rly six independent components for its

complete sPecification.

Next we Prove that the matrix

T =(o" ctz o''l
lo" ozz o" 

l=
[ol otz ott )

aFr

dA'
aFr

OA,
qF,

oAt

OF,

dA'
6F,

dA,
OF,

dA,

-aFr-
dAt
dF,

OA,,
dF,

dA,

a

dA'
o

aAt
o

aAt

(F, F2 Fr) 
......(41)

[i3 l"*Hthat area is b v6c.tor quantfti; the direction being conside.red along the normal' so

A1, A2, A. which are already defined 
", "r""t 

rnust obef the transformatibn law of a vector'

i.e., Ai = all A;

"nofi=[*^jitr) *&=,,*, ......(43)
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(a ')

irl
lrl
l.r^, J

which is the vectortransformation law. (i.e.) is a vector

It is obvious that the force (F,, F' Fr) is a vector. So T in (41 ) should trans"form like a tensor of
order 2 since (41) is ah open product bt two vectors.

Thus the stress matrix (41 ) is a second order symmetric tensor witl'r diagonal terms.representing
'normal'stresses and the off - diagnalterms as'shearing ortangential'stresles.

9.10. Summary of the Lesson
Basicdefinition of scalars and vectors are given. Byconsidering some physicalexamples in

anisotropic media, the concept of a tensor has been introduced. Distinguisning Oetpeen ,general
tensors' and 'cartesian tensors' this lesson is devoted mainly to 'caitesian tensors'whit*r are coricerned
with linear orthogonal transformations.

By briefly explaining the linear orthogonal transtormation, cartesian tensor notation and
summation convention have been introduced and explained in detail

^ Classifying the cartesian tensors, transformation law as a delinition of a tensor is given.
Symmetry properties and algebra of tensors have been explaned w1h exampels. The proc6ss of
contraction of a tensor in clearly given atong with some propertion of of tensois.

Specialcartenian tensors such as kronckertensorand epsilon tensorare expalnied along w1h
their properties.

Two specific examples of 'strain tensor'and'stress tensod in elastic1y are consideredgiving
theirformationandthephysica|significances.

./9.11 Keyterminology

Scalars - Vectors -Tensors - Carterian tensors - Linearorthogonattransfermation - Free index- Repeated index - Index change operator - rank of a tensor - Contraction or 
"'i"nror 

-"byr;;*
tensor - Kronecker tensor - Epsilon tensor - Strain tensor - StreseGnsor - Shear and normal stress(Strain).

9.12 Self - Assessrnent euestions
1' Distinguish between 'general'and cartesian tensors. Explain the summation convention used

in tensors.

2. lf thelawof transformationof acartesiantensoris A, = aij Ai,workouttheinverse
transformations.

3' Define symmetric and antisymmetric tensors and show thatwery second order tensor can
be expressed as a sum of symmetric and antisymmetric tensors.
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Explaih inultiplication of two tensors and contraction of a cartesian tensor. contract the tensor

Aiinn, twice and show that the result is a vector'

5. What are invarianttensors and explain Kroneckerand explain tensors'

6. Explain € -tensor and how do you represent the cross product of two vectors using e tensor'

7. Define Kronecker and epsilon tensors and prove the following :

(i) t., €i,1 = 0 (ii) e'jr €rit = 26rr

(iii) (6r. 6*o +6,0 6u.)*,u - wmp+wpm

g. Define stress and bring out the stress tensor of a defined body. Explain the physical significance'

g. The displacement of points in an elastically strained cubic crystal sample lxlxl cm3 in size

are ur = (4x, + 3x, - 5xr) 10" cm

u, = (7x, -13x,'+4xr)10{ cm

u, = (9x, -Zxr+4x.)10-a cm

Find the small displacement tensor, strain tenscir and rotation tensor.

9.13 Reference Books:
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GeneralTensors
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10.20 Self Assessment questions

10.1 Introduction :

It is seen in the last lesson about the cartesian tensors which are characterized by

llnear orthogonaltransformations with constant coefficients i.e., those among cartesian co-

ordinate system in Euclidean space. In this chapter we propose to generalise the cartesian

tensors applicable to more general type of spaces namely, curved spaces of which Euclidean

space is onlY a Particular space.

The use of more generaltype of co-ordinates called oblique (non orthogonal) curvilinear

co-ordinates will tead tolhe general tensors, which are used in the formulation of the general

theory of relativitY.

10.2 Transformation of co-ordinates :

COnSider a Set Of n Single valued funCtiOnS dt(*',*t,.'.....xn),i =1,2,""""n in an

n - dimensional space vn. lf the functional determinant is not equalto zero, the system of

n equations

7' = d,i (xt ,x2 ,.........x' ) -------- (1)

can be solved for the x's in terms of the x's giving

x' = tlri(xt,x".........rn ) ----- (2)

The equations (1) and (2) define a transformation of co-ordinates and they enable us

to pass from either system of co-ordinates to the other.

since the functions xi aie independent it is to be noted that

=6; = I for i=j

= 0 for i*j

called as Kronecker delta sYmbol'

10.3 Gontravariant Vector :

---------- (3)

ox

-ox".

Firstly, we consider the infinitesimal

contravariant vector

displacement vector as an example of the
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Let P be a point of v" whose co-ordinates are xi in the one system and xi in the
other; and let Q be an adjacent point whose co-ordinates are xi+dxi in the former systenr
and x' + dx' in the latter. The two sets of differentials are, of course connected by the equations

d*'= &i 
a*j. 6TJ

Thus the infinitesimal displacement PQ, whose components in the co-ordinate system
xi are the differentials dxi is an example of a contravariant vector. lts componets in the co-
ordinate system xi are the differentials dxi and the componets in these two systems are
connected by the set of equations (4).

Generalizing this, the definition of contravariant vector is given as follows. lf two sets
of functions u' and [i (i=1,2,......n) are connected by the relations

[t=uJ ----- (5) (i=1,2,.........n)

the quantities ui are said to be the components of a contravariant vector in the co-
ordinate system xi , while ui are the components of the same vector in the system xi .

10.4 Scalar invariants :

The term scalar invariant or scalar denotes any function wtiich is not changed by
transformationof co-ordinates. lf suchafunctionisrepresentedby A(xr,x2,...............xn) inthe
system xi and by e 6r,xr,.......x,,, in the system xi then f (f,,fr,.......fn) = A (xr,x2,..........xn)

The partial derivatives of this invariant with respect to the co-ordinates in the system

xi are the n functic aA)ns ^, =;;t ------- (6)

Its partial derivatives in the system r, are given by

10.5 Covariant Vector : '

We consider the gradient of scalar invariant function as an example of covariant vector
as follows' lf A(xr,x:,...............x"1 is an invariant function and correspondingly

' A (x',r',...............x,,) in the x,& x, systems respectively,

------ (4)

OX
"....-
ox"

:i- aR
A; =-' 6Fl
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thbn
aA axk

;FF-aAA' =-=
ox

v=vn+
ox

(o0 o' =on # ------- (7)

The vector, whose components in the x's are the partial derivatives A, , is called the

gradient of the scalar A, and is denoted briefly by grad A. The gradient, thus defined, is an

example of a covariant vector.

More generally, if v, are n functions of the x's arrd v, n functions of the T's connecJed

by the relations

------ (8)

we say that the Vi are the components of a covariant vector in the system x' , and V,

are the components of the same vector in the xi .

Note : lt shoutd be observed that the index of a covariant vectof is written as a superscript,

and that of a covariant vector as a subscript-

lf the sum r' u, is an invariant, and the quantities u ' are the components of an arbitary

contravariant vector, then the quantities v, are the components of a covariant vector. Or if v 
'

are the components of an arbitary covariant vector, u' are the components of a contravariant

vector.
tt

Proof :

Since the given sum is invariant we have

['V, -urv, =0 ------(9)

As the quantities u, are the components of the arbitrary contravariant vector, equation

(9) can be writtbn as
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;oX'-U'-- V.
Axt I - urvJ = 0

or ",[", 5_",)= _-_-(10)\ oD(',

lf this holds for an arbitrary contravariant vector, the coefficienrE of the quantities uimust all be zero showing that v, are the components of a covariant vector.
similarly, for an arbitrary covariant vector, the theorem can be proved.

10.6 Tensors of second order :

Let au (i, j=1,?,.......,.-.n) be a set of n2 functions of the variables xi . Also let au
functions.of the xi 's, connected with the former by equations of the form

4-ij - 4tr 6R' 6R'

axr axl

be n2

------ (11) (i,j,l = 1,2,.........n)

Then the quantities 4u are said to be the components of a contravariant tensor of
second order in the coordinate system xi , and Au are the components of the same tensor inthe system *' .

Acovarianttensorof thesecondorderissuchthatits n2 components Aij inthesystem
xi are connected with its components A-u in any other system.xi by eguations of the form

Arj = Arr +4&' &.t ---- (12)

A mixed tensor of the second order has both covariant ino contravariant characteristics,
itscomponents A; inthex'sbeingconnectedwithitscomponents ej inthe xsbythererations

1-i - ,r x &' Ox'
rri - Al -----.._

Ax* &.r ----- (13)

10.7 Tensors of any order :

Tensors of higher than the second order are similarly defined. A contravariant,lensorof order k obeys the forowing r"* oiir"n.ro-"tio'n-"r'



A* ,=Aab d## # __-_-(14)

(the no. of indicies for each component being k)

Similarly a covariant tensor of order m, whose components in any other system xi

are given by

Ani ,=Aop-6 ##, # ------(1s)

(the no. c" indices for each component being m)

Lasily,the n'*k quantities Ail- ikbeingthenumberof superscriptsandmthenumber

of subscripti, are the x-components of a mixed tensor of order k+m, provided its components

in any order system xi are given bY

- - ....t ^ "5....6 
ffiP ffi' ex" ax6

af,l :::l = elor;::l * ;F,r. F -----(16)

(for each component, the no. of contravariant indices being k and the no. of covariant

indices being m.)

Note : A contravaiiant (or covariant) vector is a contravariant (or covariant) tensor of thie first

order. The number of different indices denotes the order or rank of the tensor.

10.8 Symmetric and s(ew'symmetric tensors :

The covariant tensor of the second order, whose components are Au, is said to be

symmetric K A,.i = A,i for allvalues of i and j; and similarly for a contravariant tensor of the

second order. A symmetric tensor of the second order has the number of different components

corresponding to different indices (off diagonal elements) as + and the number

corresponding to a repeated index (diagonal elements) is n thus leading to the total number

of different components as *."- ry. A tensor of order higher than the second is

said to the symmetric with respect to any twb indices when two components, obtainable

from each otiier by interchanging thdse indices are equal.

A tensor,is said to be anti or skew,gymmetric with respect to two covariant or two

contravariant indices, when the two components obtained from each other by interchanging

the indices diffqr only in sign. Thus, a second order covariant tensor whose cornponents are
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eu isskew-symmetricff e', =-Aj, forallvaluesof iandj. Consequent[, e,, =0. Therefore,

except as regards sign, there are only ry diffbrent non-zero components.

tr0.9 Addltlon of tr,uo tensors :

The sum (or the difference) of two tensors of the same kind is a tensor of that kind.

A-i Showthat anytensorof the sebond order may be expressed asthe sum of a symmetric
tensor and. a skew-synrmetric tensor.

Sol : The components Ru of the given tensor can always be written as

r,, = *(A,i 
+ Aii ) + 

i,ou - Ali)

symmetric skew-symmetric

Since the quantities eu+Aji are the components of a symmetric tensor (i.e.,

Aii +A.;i = 41; *e;, ) and similarly Au - A.;i are the cpmponents of a skew-syminetric tensor

(i.e., nu -Ai; = - A- - Ar, ),

the result follows.

10.10 Outer or open product of two tensors

The product of two tensors is a tensor whose order is the sum of the ordOrs of the two
tensors. This tensoi is called -$e open or outer product of the two tensors.

fu. Determine the nature and order of the open product of the two tensors Ail and B, .

Sol : The open product of the two given tensors AU and s* isgiven by

/' ^, i x,i '\ 
r' .,-.T \ ,

(A,j&) =l54A"uliian I\-' -k" 
[4" 60 " Jl,.a- 

"tJ (uslng the resoective transformations)

^iax' .?xr Fi'
= ;*":-Ao;"(A"r'Bt)

aii a(i Oxi ffi.? :.o . -,:cr c'j = F A.# c,y where ci =,q,'j B* a.-.'d Ciu = A"p 4
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This represents the law of transformation of a mixed tensor of order 3 (2 contravariant
and 1 covariant indices).

10.11 Contraction of a tensor :

Any mixed tensor may be contracted giving a tensor whose order is less by 2 than
that of the original tensor. The process of 'Contraction'consists in putting one of the covariant
indices equal to one of the contravariant and performing the summation indicated.

In how many ways can tensor T[] be contracted ? Bytaking one way of contraction,
determine the nature and order of the resulting tensor.

Sol : The given 5th order mixed tensor ri! can be contracted in 6 ways and in each way
by putting ?=I of s or t or b=r or s or t. Let us consider one way of contraction by putting d=r.

The law of transformation for the mixed tensor r,',1 is

Tub = 
&x" oxb axl ax' 6x" FoF-rst ffi" ffi9 AX, dX. dXt 'lmn

Applying contraction process by putting a-r, we ger

,rrb -- ax' axb &.t &^ &n Fao

".r - fri ffi U, aC a,., rr.n

axb ffi' ffin =,= fu *"; tl r';l

=#SS r:*
Ax, ffii 

''ffit 
=l

-=-=v-&" Ax' &"
:\J '

which shows the law of transformation of a nrixed tensor of order 3 (one contravarient

and two covariant indices). TJ;b, has'r'as the dummy (repeated) index and it will not contribute

to the order of the mixed tensor. Thus it represents a 3rd order mixed tensor (3 distinct
indices).

10.12 Compounding or inner product of two tensors :

TWo tensors may 6-J'Cotpounded'by first forming their outer product and then



ACHARYA NAGARJUNA UNIVERSITY 9 CENTRE FOR DISTANCE EDUCATION

':'eontracting it with respect to an index of the one with an index of opposite character of the
other. The result is called the inner product of two tensors. lts order is less by 2 than the sum
of the orders of the originaltensors.

,l;ways giving the tensors.

4 q'",, 4 s[,, 4 ei:

which are 3rd order mixed tensors.

Note : Putting k = | or m or i=j is forbidden as per the definition of the inner product.
''" 10.13 Quotient Law :

lf Al:'*' are functions of the x'' anO e il.i" function of the r'' such that ui o;::l' and

. tr'A;l.i" are components of a tensor in the coordinate systems xi and xi respectively and

when uiand [' are components of an arbitray contravariant vector in these systems, then
the given functions are components of a tensor of the type as indicated by the indices.

Proof : Fromthegivendata, if fottowsthat uinll,.' = u' effi-f # ## # noting

that i is a dummy index.

In the RHS expression, we may put ur = # [' as it is given as arbitraycontravaniant

vector.

Then, since the equations are true for an arbitrary contravaniant vector, the coefficients
of uiin the two members are equat. Thus we have equations expressing that the A', are
components of a tensor of the type as indicatecl by the indices.

Note : The theorem in which equations g and 10 are invotved is considered to be the
particular case of the quotient law.

10.14 Fundamental tensor :

The distance ds between adjacent points whose rectangular cartesian co-ordinates
are (X, y, z) and (x + dx, y + dy, z + dz) is given by

ds2=dx2+dy2+dz2

More generally, for any system of oblique curvilinear co-ordinates 14 v, w, we have



ds2 = adu2 + bdv2 + cdw2 + 2f dvdw + 29 dw du + 2h du dv

where a, b, c, f, g, h, are functions of the co-ordinates. Extending this concept to

space of n dimensions, the infinimitesimal distance ds between the adjacent points,

xiand xi+ dxi (i = 1, 2 . .. n) is given by the relation 1.

dsz = g,,dx'dx ( i, j= 1, 2 . . . n) ----------- (17)
a"

where the coefficients g' are functions of the co-ordinates xi. The quadratic differential

form in the R.H.S. of (17) is called a Riemannian metric or line element. lf gl.; * 0 then the

space in said to be a Riemannian space. In particular, if g,,'s are all independent of xi, the

space is Euclidian.

Since the diffrentials dxi are components of a contravariant vector and the ds2 is from
its nature a scalar invariant, the functions 9,, must be the components of a covariant tensor of
second order. This tensor is called the fundhmental covariant tensor and its reciprocal tensor
gi is called the fundamentalcontravarient tensor. lf the value of lgi,l is denoted by g, then the

determinant lgiil is equalto 1/g. Further 8i1 gjt =61'

fu In the Riemannian metric, show that the functions g,, are the components of a symmetric
covariant tensor of order two.

Sqln. : We know tha the Riemannian metric given by

ds2 =gii dxidxr (i, j= 1,2...n)

is a scalar invariant and hence it follows that

Bi.i dxi dxi = guu dr'dxb = Bot, 5 *t. dxi rlx; ----------- (18)

As the differentials are the components of contravariant vector, so by virtue of the

quotient law, we have s, = #'$ e*
ii

which shows that g' is a covariant tensor of order 2. From equation (17) it is obvious

that

ds2 = gi'rdx'dxr = 9,,dxr dxi --------- (20)

which shows that 9,, is a symmetric tensor.

10.15 Magnitude of a vector i

Equation (17) can be written as,' .

----"--- (1e)



ACHARYANAGARJUNAUNIVERSITY 11 CENTRE FOR DISTANCE EDUCATION

--"""-- (21)

which can be understood that I 
"r" 

the components of a unit contravariant vector
ds

and equation 21 as the scalar product of the unit vector with itself.

By analogy with equation 21 ,wedefine the length or magnitude u of any contravariant

ve'ctor, whose components are ui by equation ,tt - g., ui uj '---' (22)

Similarly, the magnitude v of a covariant vector, whose components are v, is defined

by v2 - gt v, v, ---- (23)

10.16 Associate covariant and contravariant vectors :

fundamentaltensor. lt is usually denoted by u,. Thus ui = 8,j uj '---- (24')

Similarly, the vector vi defined bY

u' = gu uj --------- (25)

is the contravaiant vector associate to v, by means of the fundamental tensor

Thus the magnitude u of any contravariant vector as given in equation 22cPtnbe written

AS

u2 = g,j u' ui = (g,; u'; ui

= uj uj by virtue of equation (24\. ----'---- (26)

= Scalar (Compounding a corviant vector with its contratiaiant part).

It is convenient to refer to ui and ur as the contravariant and covaraint components

respectively of one and the same vector fi. Equation (26), can also be written in the vector

nOtatiOnaS fi.u = u2 = u;ui = gluiui = gUu,u.;

Thus we can bring, the connection between vector and tensor notations by defining

the scalar product of two vectors 0 and i as

0.i'= Bri u'vj = u, vj =u' v, = UV Cos0 ------- (27)

where e is the angle between the two vectors 0 and S-,c.

dx' dxi i ,q:.--= I"" ds ds
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' o" ttl YJOr co€= 5'j * -
vu

equivalent to g,,u'vr = 0.

It fr is a unit vector, then fr. u = 1

-------- (28)

The condition of orthogonality of the two vectors ff and i is t , t = 0. which is

(2e)

or

:----------- (30)8i1 u'ur = I

Note : 1) The process of obtaining the associate vector by compounding with one of the
fundamental tensors is referred to as lowering the superscript, or'raising'the subscript.

Ex : g,,ur=ui (owering the superscript)

g" u, =u 
j (raising the subscript)

2) By compounding any tensor with the fundamental tensor, the base remains unattered
white the position of the index is changed :

Ex : ln Bil ur - u,, the result has the same base u and the superscript has changed to

subscript. But, if A,,is not a fundamental,tensor, A,,Li = B, but can not be u,.

10.17 Problems :

!f e is the inclination of the vectors rl and i' show that

sin20 =
(8r,i g.ir - gr'r gii) .(uhui vj vk)

gni gi* uhui vj vk)

Soln : Now the RHS of the problem

(gn, u" u') (gi* vj v*)-(gru un uu)(g,; u'vj;= (M
u'v' - (uv cosd) (uvcosd)

u2 v2
since gn, uh ui = 92 and ghk uh t' = uv cos e



u2 v: -(l -cos2 a) . 2 n
= --. = Sln- A

u-'v-

Hence the result.

Z Show that for a rectangular system of coordinates the raising and lowering of suffix
leaves the components unaltered in three dimensional space.

Soln : We have in the rectangular, coordinate system (Cartesian coordinate system), the ,.

line element (square of the infinitesimal vector) as given by

ds2 = dx" + dx2'+ dx3' in 3-dimensionalspace --- (q1)

Whefg Xr = X, X2 = !i X3 = Z.

Comparing (31) with the general line element (21).

Wehaveg, = gn= gss =1 andg.,a=9,s = gzg = 0

le,, 8rr sr,l I' o q
.'.t=ler, Ba c:rl = lo I ol = I

le' Etz g,rl lo o ll

We thus,have

*,, = 9frclglg|&-Jng = ] = rgl

SimilarlY 92? = g33 = |

Which follows that gu = gu

Thus the raising or towering of suffix leaves the componenii of a tensor unaltered in
the rectangular coordinate system.

Note :- There is no difference between contravariant tensor er covaria,nt tensor in the
cartesian coordinate sysfems as there is no distinction between fundamentalcontrauariant
or covariant tensors.

3. ShoW that the symmetry propertles of a tensgg.Aie invariant.

Soln :- Consider a symmetry property of a
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tensor as A,jr = A,,u . Then we have

to show that A1p = f1*.

As per definition, it follows that

-- ax" 65.9 Ax'!Aiir. = 6F, frT frF A,lr:, ---(l)

-:- &" axF &"A... = _ ...- __T Ar,,,'-.1,k 
6pj ffii frr

and

oratso =+s*o"n, ---(2iair &' ffi*

as o, p, y €lr€ dummy or repeated indices. .

As we have considered Aopr = A 1,,, , from (1) and (2), it is obvious that nuu - A;ir.

which proves the invariant property of the syrnmetry prqperty.

4- lf A', is a skew-symmetric tensor, show that 1Bi B{ + ni Bi) nu = s.

Soln : From the given problem,

(B; Bi + Bi Bi) Au = (Bi B; + Bi ni; e,, .l i and j are repeated indices

= - (B;, a{ + ni Bi)Aii ... A,r..F skew-symmetric

or 2(4Bi+ni nf)Au=0

Hence the re#t.
5. Show that

(i) Aou B"u - 4dl} Bol}

(ii), Au Bki = Ai Bl

Soln : (i) We know that

AoF = goigp; A'r
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and BoP = g't g{ti Bri

.'. Aog Bd = goi g'i gni glli Au Bu

= (goi t"' ot') (gp; gtli B,;)

= (go' AL) (grri Bli)

= Au Bir - A"lt Bofi

(ii) We know that A, = gp; Aril

and B\i = g]o Bl

Au B'lj 

= :lil#:'Ar Br

A Consider, in E' the tensor A1 whose covariant conponents relative to a cartesiair
coordinatesystem(x,y)are Arr = xt, A,2 = 42, = xyi Azz = y2

Calculate the components in the coordinate system (r,e) which is defined as

x i rcos0, y=rsin0.

Soln :

xt=x ;*'=yl
L"t 

", = . , x, = e| -------- (1)

From the transformation between the coordinate systern, (i:e.,) x = rcosO, y=rsin0

( a*t ax')
lA Fl_fcoso -rsino) ,A\

we have I ax2 tu, | [sine rcoso ) ------r4)
IET F)

The law of transformation of a covariant tensor is

t4)
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- axo axb
Aii = -=, 

=T 
Aau- ox' ox'

= #g{n', . #t o,,. # - o,,. #- o,' -----(3)

: ax' axl ax2 ax2 ^ a*' fu' ^ fu' 0*t 
^.'.4,, = ;,F Arr * F; Azz * FF Arz * 6t V^zr

= Cos d. Co s 0 . (r Cos 42 + (Sin d) (S in A GSin 42 + ZCos 0 .Sin 0 (r Cos A(r Sin /) from (2)

= ,' (cos'e+Sin2d;2 = 12

Since Arz = Azr - xY = 12 SingCose'

- axr ax' axz ax2 ^ axt ax2 ^ , fu' &' a

.'.f,2 = *,;, Arr * ;r#Azz.* AF 
Arz * 6t 6z^zr

=.-r sind.cosd.(rcosd)2 +(r Sindcosd)(rSind)2 +rcos2 e.r2 sin?cos' - tsinz 0.r2 SindCosd

-0 =Il

Lastly,

Azr. = (-rSind)2(rCosd)2+(rCosd)2 (rSin/)2+r2SindCosd.r2 Sin6fCosZ-r'SinACos0.r2Sin/Cos?

=Q

so, (A.,) = [,:' :ll0 0)

7. Transform the line element ds2 = dx2 +dy2 +dz2 into spherical polar coordinates and find

the volume element.

Soln : The transformation equations from the cartesian to polar coordinates are

x=rSin0Cosq, y=rSin0Sin<p, z=rCos0 ----(l)

lf a pOint (xr,x2,x3) in carteSlan System beCOmeS Gt,ft,i') in pOlar System,

x2 =y, \3 =z

- x2=0, x3=0

thgn xr = X,

-lx'=r,
From the given line element, the fundamentaltensor is
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(t o o)

'u=[; ; ?l 
-----(2)

The law of transformation of g,, is

Ax'Axt
o. =--ot..eaD 

6Va 67b 
otl

axiaxi
.'. 8rr = =i=i 8itox. ox.

axraxr ax2 ax: ax3 ax3
= 

A.t A,, tsrr+*r 6*r Ezz+ *t *r Ett '

in view of the vanshing elements in gu tensor (21

/; \2 /r \2 t^:.2
=l! I .r*l9l .r*[.% I .r\arl \ari \ai
=(Sin0Cosg): +(Sin0Sing)2 +(Cos0)2 from (l)
=l

Similarly

Further,

8,, =f4')'.,*f4)'., *(9\' .,(.ael ( ae7 [ael
= (rCos0Cos0)2. t + (rCos0SinQ)2

=12

.l + (-rSin0)2.1

&,
r^ rl ., ^ rl z^ r2

= [Al *[9Il *l9l =.'sin'e\40/ \ad/ (a$l

axi axj
= 
-_ 

(,._

drt ai2 or

ax' ax' , ax: ax2 ax3 ax?
=--rl__l

&,t &.2 
'' arr ax2 

" ffi: &2 
.'

8rr

in view of (2)



= (Sin0CosQ).(rCosOCos$) + (Sin0Sin0).(rcoseSin$) + Cos0 (-rSin0)

-0

Similarly, E* =o = E:.,

.'. dit= r.(dr): + 
''t(d 

0\2 + 12sin'ze.Gd)2 ----- (3)

is the required line element in polar coordinates.

NoW (dx)2 +(dy)2 +(dz\2 = dsr = (G)t = (l.dr)2 +(rd0)2 +(rSin?d/)z

... The volume element dx dy dz can be expressed in spherical polar coordinates'as

dxdydz = (l.dr) (rd0) (rSin0d0)

= r2 sin odrdod{

8. Show that the vebcity and acceleration at any point are contravariant vectors.

Solution :- Let xilt; be the coordinate as a function of time of a moving particie.

Then the velocity component is

yi - dx' ---- -- 0)
dr

lf the coordinate system from x' is changed to x' , then

yi _ dxi = N. d*' 
= qiV, _____ (2)

dt A? dt Axr

whicfr shows that the velocity components obey the law of transformation of a

pontravariant vector

Taking the time derivative of (2), it follows that

dvi 
= 

ax: cVi ___(3)
dt frr dt

Here, a subtle difference in understanding eq - (2) is necessary. The coordinates

. dxt -^-- ^r - -^-.:^r^:- *^li^- .^,r^ir^ rl-.a aaaf{inianf ax' -'-r-'
*, in t are the coordinates of a particle in motion, while the coefficients * onlv

denotp a relation between two fixed coordinate systems, which is independent of time.
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Thus eq - (3) gives a law of transformation of a contravariant vector $ {i.".,) ,n"

acceletatron.

9. Find the components of a vector in polar coordinates whose contravariant
cofnponenets in cartesian system are i and 1i in a V, space.

Sgln : Let xl=x, x?=y

We have the transformation

x=rCos0, y=rSin0'l

or r2=x?+yzi g=un-,Ii --Q)
XJ

From the law of transformation of a contravariant vector, we have

Now o'= #o' = fro'*ffra'
6EI 4n' *4^-Idx'

-lx'=f,

and Ar = i,

f2 = 0 ---(l)

A2=ji

ar .. 0r ..=-x+-vax Ay-
xi vV

= 
-+--rr

_ xI+yy
r
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a0.. ee.
=:-X+:-yox :ry

v.. x..
= -+i + +y from(2)

t' r-

= 
*t rt* ____ (5)

r-

Now from (2)

. dx dxdr Axdex=- = --*--.- = iCosd-r0Sin0 ----(6)'dt afdt 00dt

i = icos0-zi6sin0-102 Cos0-rbSinO ---- (7)

y = iSinO+rOCos0 ---'---*- (8)

y = iSin0+2i6Cos0-retSin0+rdcosO ---r (9)

Making use of (7) and (9) along with (2),

xi+YY giveS i-r02
r

x V-vi -. 2
and -# qives 0+: i0r'r
Hence the required components in polar coordinates are

Et = i-r02
.|

A2 = 6+aie
r

10. Gonsider a coordinate system (u, v, w) which is related to the cartesian coordinates

bY x=vw, Y=uw, z=uv.

Obtain the metric in terms of u, v, w.

SlJtion :- We know the line element and the corresponding metric tensor as

ds2 = dx2+dy2+oztl

(r o o') t
and ei: =lo t ol 

I

[o o t) 
J
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We take

xl=x,
-lX =U,
x=vw.

We know the law of transformation of the fundamental covariant tensor as

x:=y, xt=z'l
-r Ix- =v ' x" =w 

| ------ (2)
Y =UW, Z =UV)

fv2+w: uv uw )
Eu=l uv ut+w2 vw 

I

I u* vw ut +v2J

axo axn
9,j = =ilTg,,n --- (3)

ox' ox"

In view of the metric tensor in (1), we can write

axr axr ax: axr ax3 ax3
8rr = 61 6F,'' 

* 
d-/ a-' '* a*' m,''

= 0 + w2 + v2 frorn (2)

By cyclic symmetry, we can have

Ezz = u2 +w'

Erl = v2+u2

Similarly,

axr axr axr axr . axr ax3
8r: = ;j- 6z.t+ 6*, af^..,* A,--;-.,

= 0+0+vu

Also gr., = wv ood g-rr = uw by cyclic symmetry.

Therefore the line element in (u v w) sy-stem is given by

ds: = g,i.dii dx 
j

(i, j= 1.2,3)

Where

and l*ul= out v2 w2.
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10.18 Sutnniary of the lesson i

In the generalcurvilinear coordinate system, definitions of contravariant, covariant

and mixed tensors of various orders have been defined by giving the laws of transforma-

tions and examples. Products of tensors and contraction of a tensor are defined.

The line element and the fundamental tensor are defined. The importance of the

fundanentaltensor for rhisinE or lowering the indices is stressed. Several examples are

worked for better understanding.

Some simple rules regarding the indices of tensors are noteworthy.

(i) lf an index appears only once in any term, it has a definite value - any value

between 1 and n if n-dimensional space is considered. Such an index is called a free

index. This index should match in all terms throughout the equation. This means that if a

free index occurs as a contravariant index in one term, it should occur as a contravariant

index in each term of the equation.

(ii) An index which is repeated and over which summation is implied is called a

dumnry index. lt can be replaced by any other index which does not appear in the same

term. This index may occur only in some of the terms of an equation. When it occurs in a

term, it should occur twice, once in a contravariant position and once in a covariant posi-

tion.

(iii) No index should occur more ihan twice in any term.

(iv) When a coordinate differential such os axi occurs in a term, i is to be regarded

as a Contravariant index if 6xi occurs in the numerator and as a covariant index if it occurs

in the denominator. Thus, as an example, 
'n #, i is to be treated as contravariant while

a generaland contravariant'is to be treated as covariant index.

10.19 Key terminology

Generaltensors, Contravariant tensors, Scalar Invariant, covariant and mixed ten-

sors, fr€e index, dummy index, open product, inner product, contraction, Riemannian space,

fundart'rental tensor, A.ssociate Contravariant and covariant vectors.
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10.20 Self Assessment questions

(1) ln a Euclidean manifold E, the covariant components in an orthogonal cartesian
system are

Arr = X2, Atz = Azr = 0, Azz = y2

Obtain the components of the same vector in the parabolic coordinate system

(u,v)givenby *=? r r=6i.
(2) A function A (p,q,r,s) of coordinates xi transforms to another system of coordinates
as

e(auco)=g4 g"*^ ^'| ' 
'

. 
dra ax* ad ;; A(P'9'r's)

ls it a tensor ? lf so, give its nature and rank.

(3) lf Bij is an arbitary covariant tensor and A(p,i) B,j = Cpj where Cej is a tensor, then

prove that Ag,i) is a rnixed tensor.

(4) State the law of transformation of a mixed tensor. Show, by example, how the trans'
formation is atfected when the tensor is subjected to a contraction.

(5) lf Au is an anti symmetric tensor and Su is a symmetric tensor, find whether are not

any of the following tensors is anti symmetric or symmetric ?

(i) A,i A* (ii) A,: S,, (iii) Su S,* (iv) eu Sik -Sij Aik

(6) Transforfil ds2 = dx2 +dyz +dzz into cylindricalcoordinates.

(7) In V.- space, the components of a contravariant vector dr€:*, j'. Transform them into
polar coordinates.

i1e1 Snow that A"s is a tensor if its inner product with an arbitrary mixed tgnggr cf is a .

tensor.
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Unit III 
Lesson – 11  

CHRISTOFFEL SYMBOLS 

 

Objectives of the Lesson: 

 To introduce the concept of symbols 

 To explain the notation and properties of the symbols. 

 To obtain the law of transformation of the symbols. 

 To give precautionary notes on the calculation of the symbols. 

 To work out some important examples. 

 

Structure of the Lesson: 

11.1    Introduction 

11.2    Christoffel symbols. 

11.3    Derivative of gij 

11.4    Laws of transformation of the 3 – index symbols. 

11.5    Transformation laws of velocity and acceleration vectors. 

11.6    Computation of Christoffel symbols. 

11.7   Summary  

11.8   Key Terminology 

11.9   Self – assessment questions 

11.10 Reference Books 

 
11.1 Introduction: 

               As the fundamental tensor is in general a function of the coordinates, its partial 

derivatives and their combinations often appear in the scientific problems. 

               The derivatives of a tensor with respect to the coordinate system are not in general 

tensors.  In order to construct differential calculus for tensors, it is necessary to define an 

operation of differentiation in such a way that derivative of a tensor is another tensor.  This task is 

most easily accomplished in terms of certain combinations of the partial derivatives of the metric 

tensor. Grouping of such derivatives are denoted by symbols called Christoffel symbols. 
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11.2 Christoffel symbols: 

     Special symbols *[k, ij] and 







ij
k*

 called the Christoffel symbols of the first and second kinds 

(* These can also be denoted as [ij, k] and k
ijΓ  respectively)  

are given by          [k, ij] = 
2
1









∂

∂
−

∂
∂

+
∂

∂
k
ij

j
ik

i
jk

x
g

x
g

x
g

   ----------  (1) 

                               







ij
k

 = gkh[h, ij]   ----------  (2) 

     The expression on the right of (2) being summed with respect to the repeated index h.  The 

three indices in Christoffel symbol of first kind are considered to be covariant type indices.  In the 

symbol of the second kind, the upper index is to be regarded as contravariant type index and the 

lower one as covariant type index. 

     From their definition, it follows that both functions are symmetric in the indices i and j and not 

with any other pair of indices. 

From equation (1), it can also be seen that 

j
ik

x
g
∂
∂

 = [k, ij] + [i, jk]   ----------  (3) 

     Multiplying equation (2) with glk on both sides, 

we have 

glk







ij
k

 = glk gkh [h, ij] = h
lδ [h, ij] = [l, ij]   ----------  (4) 

11.3 Derivative of gij: 

Q:  Express the partial derivative of the fundamental contravariant tensor in terms of the 

Christoffel symbols of the second kind. 

OR 

Show that     j

ik

x
g
∂
∂

 = − ghk 







hj
i

 − ghi 







hj
k

 

Solution:  we know the identity 

ghi ghl = i
lδ    ----------  (5) 

Differentiating equation (5) with respect to xj, we have  

gih j
hl

x
g
∂
∂

 + ghl j

ih

x
g
∂
∂

 = 0            ∵ i
lδ  = .

li   0
l  i   1









≠
=
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Multiplying by glk, and summing with respect to l,  

we have 

k
hδ j

ih

x
g
∂
∂

 = − glk gi h
j

hl

x
g
∂
∂

 

or     j

ik

x
g
∂
∂

 = − glk gi h ([h, lj] + [l, hj])    from equation (3) 

                  = − glk 







lj
i

 − gih








hj
k

           from equation (2) 

Replacing the dummy index l by h we may write the relation   

j

ik

x
g
∂
∂

 = − ghk








hj
i

− g hi








hj
k

  ----------  (6) 

 

Note:   Having come to this extent, it is very important to consolidate our ideas about the 

fundamental tensor. 

     In the previous lesson, while dealing with associate vectors, it has been mentioned that 

gij uj = ui 

which means that gij uj is a covariant vector associate to ui by means of the fundamental tensor.   

Or, it can be understood that gij is used to lower the index j in uj to i in ui .  Or it can also be 

viewed that the inner product of the fundamental tensor with a tensor results in the tensor with the 

same base and indices balanced. 

Example:      

gij uj  =  ui   base: u 

gij  
j
klA   = Aikl   base: A 

gij k
ilmB  =  jk

lmB    base: B 

gkh [h, ij] = 







ij
k

  base: Christoffel symbol 

glk 







ij
l

 = [k, ij]   base: Christoffel symbol. 

But ghk








hj
i

 cannot be further simplified giving 








j
ki

because there is no such Christoffel symbol 

defined.  Further, inner products with other than fundamental tensor cannot exhibit such property 

that the result also will have the same base. 
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Example:    Aij uj ≠ ui    but it is Aij uj = Bi 

Where B is a base different from u. 

Q:  Prove that jx∂
∂

 log g  = 







ij
i

 

Solution:  Since ggik is the cofactor of gik in the determinant g, from the rule of differentiating a 

determinant, we have 

 jx
g

∂
∂

 = ggik j
ik

x
g
∂
∂

 = ggik [k, ij] + [i, kj] 

                               = g 







ij
i

 + g







kj
k

 = 2g 







ij
i

         where g = | gij | 

or     jx∂
∂

 log g  = 







ij
i

   ----------  (7) 

11.4 Laws of transformation of the 3 – index symbols: 

Q:  Express the second derivatives of the x’s with respect to the x ’s in terms of their first 

derivatives and the Christoffel symbols for both systems of coordinates. 

OR 

Obtain the law of transformation of the Christoffel symbols 

OR 

Show that the Christoffel symbols do not denote components of a tensor. 

Solution:  On differentiating the law of transformation 

ijg  = gab i

a

x
x
∂
∂

j

b

x
x
∂
∂

   ----------  (8) 

with respect to kx , we have 

k
ij

x
g
∂

∂
 = c

ab

x
g
∂
∂

i

a

x
x
∂
∂

j

b

x
x
∂
∂

k

c

x
x
∂
∂

 + gab ki

a2

xx
x
∂∂

∂
j

b

x
x
∂
∂

 + gab i

a

x
x
∂
∂

kj

b2

xx
x
∂∂

∂
  ----------  (9) 

By cyclic permutation of the indices i, j, k, we further have 

i
jk

x
g
∂

∂
 = a

bc

x
g
∂
∂

j

b

x
x
∂
∂

k

c

x
x
∂
∂

i

a

x
x
∂
∂

+ gbc ij

b2

xx
x
∂∂

∂
k

c

x
x
∂
∂

+ gbc j

b

x
x
∂
∂

ik

c2

xx
x
∂∂

∂
   ----------  (10) 

and 

j
ki

x
g
∂
∂

 = b
ca

x
g
∂
∂

k

c

x
x
∂
∂

i

a

x
x
∂
∂

j

b

x
x
∂
∂

+ gca jk

c2

xx
x
∂∂

∂
i

a

x
x
∂
∂

+ gca k

c

x
x
∂
∂

ji

a2

xx
x
∂∂

∂
   ----------  (11) 
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since a, b, c are dummy indices and the fundamental tensor is symmetric the combination of the 

equations          (i.e)     
2
1

[10 + 11 – 9] gives 

2
1









∂

∂
−

∂
∂

+
∂

∂
k
ij

j
ki

i
jk

x
g

x
g

x
g

 = 
2
1









∂
∂

−
∂
∂

+
∂
∂

c
ab

b
ca

a
bc

x
g

x
g

x
g

i

a

x
x
∂
∂

j

b

x
x
∂
∂

k

c

x
x
∂
∂

 + gab k

a

x
x
∂
∂

ji

b2

xx
x
∂∂

∂
 -(12)  

                                                                                                               

with the understanding that the last term of (9) and the second term of (11), and similarly the 

second term of (10) and the last term of (11) get cancelled. 

By the definition of Christoffel symbols, (12) takes the form   

[ ]ij k,  = [c, ab] i

a

x
x
∂
∂

j

b

x
x
∂
∂

k

c

x
x
∂
∂

 + gab k

a

x
x
∂
∂

ji

b2

xx
x
∂∂

∂
   ----------  (13) 

This is the law of transformation of Christoffel symbols of the first kind connecting the functions 

in ix  and xi  systems.  But for the presence of the last term, (13) would have represented the law 

of transformation of a third rank covariant tensor. 

     On multiplying the two sides of the equation (13) by the corresponding sides of the identity 

lkg l

d

x
x
∂
∂

 = gdh h

k

x
x
∂
∂

   ----------  (14) 

and summing with respect to the repeated indices, we obtain 

[ ]ij k, lkg l

d

x
x
∂
∂

 = [c, ab] i

a

x
x
∂
∂

j

b

x
x
∂
∂

k

c

x
x
∂
∂

h

k

x
x
∂
∂

 gdh + gab gdh
h

k

x
x
∂
∂

k

a

x
x
∂
∂

ji

b2

xx
x
∂∂

∂
   ----------  (15) 













ij
l

l

d

x
x
∂
∂

  = [c, ab] i

a

x
x
∂
∂

j

b

x
x
∂
∂ c

hδ  gdh + gab gdh a
hδ ji

b2

xx
x
∂∂

∂
 

       = gdc[c, ab] i

a

x
x
∂
∂

j

b

x
x
∂
∂

 + gab gda ji

b2

xx
x
∂∂

∂
 

       = 







ab
d

i

a

x
x
∂
∂

j

b

x
x
∂
∂

 + d
bδ ji

b2

xx
x
∂∂

∂
 

                   = 







ab
d

i

a

x
x
∂
∂

j

b

x
x
∂
∂

 + ji

d2

xx
x
∂∂

∂
   -----------  (16) 

Multiplying this equation by d

h

x
x
∂
∂

and summing with respect to d, we get  













ij
h

 = 







ab
d

i

a

x
x
∂
∂

j

b

x
x
∂
∂

d

h

x
x
∂
∂

 + ji

d2

xx
x
∂∂

∂
 d

h

x
x
∂
∂

     -----------  (17) 
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This is the law of transformation of Christoffel symbols of the second kind and the occurrence of 

the last term in (17) shows that these functions are not components of a tensor.  Or in the absence 

of the last term, it would have represented the law of transformation of a mixed tensor of order 3 

(one contravariant and 2 covariant indices)   

 

Note:   

(i) Equation (14) is an obvious form of the law of transformation of the fundamental 

contravariant tensor.  We know that 

         lkg  = c

l

x
x
∂
∂

h

k

x
x
∂
∂

 gch 

           or     lkg l

d

x
x
∂
∂

 = l

d

x
x
∂
∂

c

l

x
x
∂
∂

h

k

x
x
∂
∂

 gch    

                = h

k

x
x
∂
∂ d

cδ  gch 

                = h

k

x
x
∂
∂

 gdh 

(ii) In the absence of the last term in (13) and (17) they behave as the laws of 

transformations of respective tensors.  This is the reason why the indices in the 

Christoffel symbols are called covariant type and contravariant types. 

(iii) Equation (16), expressing second derivatives of x’s with respect to x ’s in terms of 

Christoffel symbols and the first order derivatives, is as such important in further 

applications. 

(iv) In every equation with tensor formalism, to check the correctness, balancing of the 

indices on both sides and in every term must be satisfied.  This can be better 

understood if we look at equation (17). 

     On the left hand side of (17), all the indices are in the bar coordinate system and h appears as 

contravariant type and i, j as covariant type indices.  On the right hand side, in the first term, a, b, 

d are repeated indices on which the summation is implied and there after the repeated indices 

loose their significance.  Thus the left out indices are h contravariant and i and j covariant in the 

bar coordinate system.  Similarly in the second term, d being the repeated index, we are left with 

h contravariant and i and j as covariant is the bar coordinate system.  Thus the balancing is 

satisfied. 
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Q: If gij and aij are components of two symmetric covariant tensors and 
g








jk
i

and 
ajk

i









are the 

corresponding Christoffel symbols of the second kind, prove that the quantities                 

g







jk
i

− 
ajk

i









are the components of a mixed tensor, i being an index of contravariance and j 

and k indices of covariance. 

Solution:  It is given that gij and aij are two different fundamental tensors.  So 
g








jk
i

and 
ajk

i









 

are different Christoffel symbols with gij and aij fundamental tensors respectively.  Writing the 

laws of transformation of these symbols, we have 

g












jk
i

 = 
gmn

l









j

m

x
x
∂
∂

k

n

x
x
∂
∂

l

i

x
x
∂
∂

 + kj

l2

xx
x
∂∂

∂
l

i

x
x
∂
∂

 

similarly, 

a
jk
i












=  
amn

l









j

m

x
x
∂
∂

k

n

x
x
∂
∂

l

i

x
x
∂
∂

 + kj

l2

xx
x
∂∂

∂
l

i

x
x
∂
∂

 

or     


























−












a
jk
i

jk
i

g

 = 






















−








ag mn
l

mn
l

j

m

x
x
∂
∂

k

n

x
x
∂
∂

l

i

x
x
∂
∂

 

Which reveals that the quantities 
g













jk
i

− 
a

jk
i












 are components of a third order mixed tensor,  

i being contravariant and j, k being covariant indices. 

11.5  Transformation laws of velocity and acceleration vectors: 

Q:  Bring out the transformation laws for the velocity and acceleration vectors.  Compare the 

components of these vectors with those in the cartesian coordinate system.   

Solution:  It xi is the given coordinate system, then 
dt

dxi

  are the components of the velocity 

vector.  Further, 

ui = 
dt

dxi

 = αx
xi

∂
∂

dt
xd α

 = αx
xi

∂
∂ αu    -----------  (1) 

where αu  are the velocity components in the ix  coordinate system.  Thus 
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ui = αx
x i

∂
∂ αu        shows the law of 

transformation of a contravariant velocity vector.  Again if ui are the components of a velocity 

vector, then ai = 
dt

du i

 are the components of acceleration vector. 

So 
dt

du i

 = 
dt
d









∂
∂ α

α u
x
x i

         from (1) 

              =  βα xx
x i2

∂∂
∂

 
dt
xd β

αu  + αx
x i

∂
∂

dt
ud α

   ----------  (2) 

Substituting the corresponding expression for the second order derivatives in (2) in terms of 

Christoffel symbols and first order derivatives, we have  

dt
du i

 = 














∂
∂

∂
∂









−
∂
∂













βαγαβ
γ

x
x

x
x

ab
i

x
x bai

dt
xd β

αu  + αx
x i

∂
∂

dt
ud α

 

         = 














∂
∂













γ
βα

αβ
γ

x
xu u 

i

−







ab
i









∂
∂ α

α u 
x
x a









∂
∂ β

β u 
x
x b

 + αx
x i

∂
∂

dt
ud α

 

or        
















+ ba
i

u u 
ab
i

dt
du

 = 


























dt
udu u 
γ

βα

αβ
γ

γx
x i

∂
∂

 

(the repeated index α in the last term is replaced by γ) 

if we put ai = 
dt

du i

 + 







ab
i

 ua ub     ----------  (3) 

the above equation reduces to  

ai = γx
x i

∂
∂

 γa   ----------  (4) 

which shows the law of transformation of a contravariant  acceleration vector. 

     In the Cartesian coordinate system, the equation (1) still holds good for the transformation as 

well as the components of a vector.  However in the case of the components of the acceleration 

vector, they are represented by equation (3).  In cartesian coordinate system, the fundamental 

tensor is nothing but a unit matrix and hence Christoffel symbols vanish.  In such a case in 

equation (3), ai = 
dt

du i

 only which is true in the Cartesian system. 
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11.6 Computation of Christoffel symbols: 

Q:  Find the Christoffel symbols corresponding to the line element  

ds2 = dr2 + r2 dθ2  + r2 sin2θ . dφ2 

Solution:       we have 

ds2 = dr2 + r2 dθ2  + r2 sin2θ . dφ2 

where the gij tensor in this spherical polar coordinate system is  

gij = 
















θ22

2

sinr      0     0
0    r     0
0      0     1

 and | gij | = g = r4 sin–2 θ. 

Now g11 = 
g

g ofminor 11  = 
θ
θ

sin r
 sin r

24

24

 = 1 

g22 = 
g

g ofminor 22  = 
θ
θ
 sin r
 sin r

24

22

 = 2r
1

 and 

g33 = 
g

g ofminor 33  = 
θ sin r

r
24

2

 = 
θsinr

1
22  and the rest of the components of the 

contravariant fundamental tensor vanish. 

Let us put x1 = r, x2 = θ, x3 = φ 

It is given that the non-vanishing components of gij are g11 = 1, g22 = r2, g33 = r2 sin2θ. 

In formulating the non-vanishing components of the Christoffel symbols, we follow accordingly.  

a)  Since gij = 0 for i ≠ j, all Christoffel symbols with different indices vanish.   

b)  Since g11 = 1 (constant), all the Christoffel symbols with 1 index repeated, vanish.   

c)  When g22 = r2 which is a function of x1, all the Christoffel symbols vanish except index    

being 1.  That is, the non-vanishing symbols are [ 1, 22] and [2, 22].  

d)  When we consider g33 = r2 sin2θ which is a function of x1 and x2, all the symbols vanish except 

these with ‘3’ index repeated and the third index as either 1 or 2.  i.e., the non-vanishing symbols 

are [1, 33], [3, 13], [2, 33] and [3, 23].   

     Thus out of 33 = 27 symbols, by symmetry property, they will be reduced to 18 independent 

symbols of which 12 are vanishing and the six non-vanishing elements are   

[1,22] = 
2
1

  







∂
∂

−+ 1
22

x
g00  = −

2
1

r∂
∂

 . r2  =  −r. 

[2, 12] = 
2
1







 −

∂
∂

+ 0
x
g0 1

22  = 
2
1

 . 2r = r. 
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[1, 33] = 
2
1









∂
∂

−+ 1
33

x
g

00  = −
2
1

r
sinr 22

∂
∂ θ

 = −r sin2θ. 

[3, 13] = 
2
1







 −

∂
∂

+ 0
x
g

0 1
33  = r sin2θ. 

[2,33] = 
2
1









∂
∂

−+ 2
33

x
g

00  = −
2
1

. 
θ

θ
∂

∂ 22 sinr
 = −r2 sinθ cosθ   and  

[3,23] = 
2
1








∂
∂

2
33

x
g

 = r2 sinθ cosθ. 

The second kind of Christoffel symbols having non zero values are 








22

 1 
 = gij [j, 22] = g11[1,22] only = 1 (– r) =  –r  








12

 2 
 = g2j [j, 12] = g22 [2,12] only = 2r

1
. r =  

r
1

 








33

 1 
 = g1j [j, 33] = g11 [1,33] only = 1.(− rsin2θ) = − r sin2θ 








13

 3 
= g3j [j, 13] = g33 [3,13] only =

θsinr
1

22  . rsin2θ = 
r
1

 








33

 2 
 = g2j [j, 33] = g22 [2,33] only = 2r

1
. −r2 sinθ cosθ = −sinθ cosθ   and 








23

 3 
= g3j [j, 23] = g33 [3,23] only =

θsinr
1

22  . r2 sinθ cosθ  = cot θ. 

Note:  For a general line element in V3, since all the elements gij are, in general, functions of 

the coordinates, all the 33 = 27 elements will be present.  In view of the symmetry nature of 

the symbols, the 18 independent elements can be represented by means of three upper 

triangular forms of matrices in the following way. 

 

[1, 11]    [1, 12]    [1, 13]            [2, 11]    [2, 12]    [2, 13]            [3, 11]    [3, 12]    [3, 13] 

  [1, 22]    [1, 23]          [2, 22]    [2, 23]                          [3, 22]     [3, 23] 

                 [1, 33]                                         [2, 33]                                         [3, 33] 

From these ordered forms it is easy or methodical to arrive at the non-vanishing symbols 

depending upon the nature of the fundamental tensor on hand. 
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Q:  From the above problem, obtain the spherical polar components from the general definition of 

the acceleration vector 

ai = 2

i2

dt
xd

 + 








jk
 i 

dt
dx j

dt
dx k

 (i, j, k = 1, 2, 3)  

Solution:  From the non zero three index symbols already derived in the above problem, the 

components of the acceleration vector are 

a1 = 2

12

dt
xd

+ 








jk
 1 

dt
dx j

dt
dx k

       (j, k = 1, 2, 3)  

or        ar = 2

2

dt
rd

+ 








22
 1 

dt
dθ

dt
dθ

 + 







33

 1 
dt
dφ

dt
dφ

 

               = 2

2

dt
rd

 − r 
2

dt
d







 θ

− rsin2θ
2

dt
d







 φ

 

Again  aθ = 2

2

dt
d θ

 + 







12

 2 
dt
dr

dt
dθ

 + 







33

 2 
dt
dφ

dt
dφ

 

               = 2

2

dt
d θ

 + 
r
1

dt
dr

dt
dθ

 − sinθ cosθ  
2

dt
d







 φ

 

Lastly, aφ =  2

2

dt
d φ

 + 







13

 3 
dt
dr

dt
dφ

 + 







23

 3 
dt
dθ

dt
dφ

 

                =  2

2

dt
d φ

 + 
r
1

dt
dr

dt
dφ

 + cotθ . 
dt
dθ

dt
dφ

 

 

11.7 Summary: 

     The need for introduction of Christoffel symbols for a group of derivatives of the fundamental 

tensor is basically explained in the introduction.  Two kinds of 3–index symbols (Christoffel) are 

defined along with their symmetry properties.  Though there are two kinds of symbols, they are 

interrelated. 

     Transformation laws for the 3–index symbols have been derived and showed that they do not 

form the components of tensors.  However, the notation is explained consistent with the 

contravariant and covariant indices. 

     A good example has been worked out on the transformation laws of velocity and acceleration 

vectors and a comparison is given with respect to the cartesian coordinate system. 
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     Christoffel symbols have been calculated for a given line element.  Though the calculations 

are cumbersome, a methodical procedure is explained.  Cautionary notes is given wherever it is 

needed. 

 

11.8 Key Terminology: 

Christoffel symbol of 1st kind    second kind    vector and acceleration components    line 

element    contravariant type index    differentiation of a determinant. 

11.9 Self – assessment questions: 

1. Show with the usual notation 

(i) k
ij

x
g
∂

∂
 = [i, jk] + [j, ik] 

        In what indices it is symmetric?       

      (ii) 







ik
i 

 = kx∂
∂

 log g  

2. The line element in a two dimensional surface θ − φ is given by ds2 = R2dθ2 + R2sin2θ dφ2 

where R is a constant.  Find all components of the metric tensor and the Christoffel 

symbols of first kind for this surface. 

3. State and prove the transformation law for the Christoffel symbols of the first kind. 

4. Show that   m

pq

x
g
∂
∂

 = − gpα 








m
q 
α

 −gqα 








m
p 
α

 

5. What are Christoffel symbols?  Show that they are not tensors.  Describe the properties of 

Christoffel symbols. 

6. Define the Christoffel’s symbols of the first kind and the second kind and establish the 

relation between them.  Explain the nature of indices and the symmetry properties of the 

symbols.  Obtain the Christoffel symbols in the rectangular cartesian coordinate system. 

7. Compute all the Christoffel symbols of first kind for the line element 

ds2 = e−λ dr2 − r2dθ2 − r2sin2θ dφ2 + eµ dt2 

8. Obtain the Christoffel symbols of both kinds  

       for a space with the metric ds2 = f(u, v)du2 + h(u, v)dv2 

9.  Express k
ij

x
g
∂

∂
− i

jk

x
g
∂

∂
in Christoffel symbols of first kind  
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Unit – III 

Lesson – 12  

COVARIANT DIFFERENTIATION 

Objectives:  

 To derive the components of velocity and acceleration vectors in the generalized 

coordinate system. 

 To show that the coordinate derivatives of tensors are not tensors. 

 To obtain the covariant derivatives of covariant vector, scalar invariant, contravariant 

vector, second order covariant tensor. 

 To show that covariant derivatives of fundamental tensors and Kronecker delta vanish. 

 Using covariant derivative, to being the expressions for grad, curl, div and Laplacian 

operations. 

 

Structure: 

12.1 Introduction 

12.2 Covariant derivative of a covariant vector 

12.3 Covariant derivative of a scalar invariant 

12.4 Covariant derivative of a contravariant vector 

12.5 Covariant derivative of a second order covariant tensor. 

12.6 Curl of a vector 

12.7 Divergence of a vector 

12.8 Divergence of a tensor 

12.9 Laplacian of a scalar invariant. 

12.10 Summary 

12.11 Key Terminology 

12.12 Self – assessment questions 

12.13 Reference Books 

 

12.1 Introduction: 

     In the earlier lesson – 2, it is learnt that the partial derivatives of a scalar field with respect to 

the coordinates are the components of a covariant vector.  In general, however, differentiation of 

a tensor (except that of rank zero) with respect to the coordinates does not give a tensor.  On the 
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other hand, differentiation of a tensor with respect of any parameter other than the coordinates 

does not alter the nature and order of the tensor.   

     It is nevertheless possible to construct expressions containing the partial derivatives of a tensor 

with respect to the coordinates and those of the metric tensor transforming like a tensor.  Such 

expressions will be defined and discussed in this chapter. 

     Once again we start with the already explained concept of velocity and acceleration vectors. 

 

Q:  Show that velocity and acceleration are contra-variant vectors. 

Solution:  velocity:  If t denotes time and dxi are the components of an infinitesimal contra-

variant vector, then 
dt

 dx i

are the components of velocity vector.  We know the transformation for 

dxi as  

ixd  = j

i

x
x
∂
∂

dxj      

  or     
dt
xd i

 = j

i

x
x
∂
∂

dt
dx j

 

(i.e).,   j

i
i

x
xu
∂
∂

= uj      where iu  = 
dt
xd i

 (components of the velocity vector) 

This shows the quantities iu  transform like a contravariant vector and thus the velocity is a 

contravariant vector. 

Acceleration:  Since the velocity vector is represented by its contravariant components, we have 

αu  = ix
x
∂
∂ α

 ui   ----------  (1)  where ui = 
dt

 dx i

 

Differentiating (1) w.r.t. time t, we get  

dt
ud α

 = ji

2

xx
x
∂∂

∂ α

 ui uj + ix
x
∂
∂ α

dt
 du i

   ----------(2) 

we know the expression for the second derivative of sx  w.r.t x′s as (equation (16) in  lesson 3 of 

this unit) 

ji

2

xx
x
∂∂

∂ α

 = 







ij
l

lx
x
∂
∂ α

 − 












ab
α

i

a

x
x
∂
∂

 j

b

x
x
∂
∂

  ----------  (3)      

substituting equation (3) in (2), it is seen that 
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dt
ud α

 + 












ab
α

 i

a

x
x
∂
∂

 j

b

x
x
∂
∂

 ui uj = 








ij 
 l 

lx
x
∂
∂ α

 ui uj + ix
x
∂
∂ α

dt
 du i

 

or   


























+ ba uu
abdt

ud αα

 = 








ij 
 l 

lx
x
∂
∂ α

 ui uj + lx
x
∂
∂ α

dt
 du l

 

        = 







+









dt
 du uu

ij
l l

ji
lx

x
∂
∂ α

   ----------   (4) 

in virtue of equation (1) and replacement of the dummy index i by l. 

As it has been started with the time derivative of a velocity vector which should lead to the 

acceleration vector αa  = 
dt
ud α

 = 2

2

dt
xd α

 in the cartesian coordinate system, let us define the 

acceleration vector with its components in the generalized coordinate system as 

αa  = 
dt
ud α

 + 












ab
α

 ba uu    ----------  (5) 

Thus equation (4) is simplified to  

αa = lx
x
∂
∂ α

 al   ----------  (6) 

which shows that acceleration is a contravariant vector. 

 

Note: 

(i) dxi, 
dt

 dx i

and 2

i2

dt
xd

are all the components of displacement vector, velocity vector 

and acceleration vector respectively and they are all contravariant vectors.  So 

derivatives of the coordinates do not alter the nature and order of the tensor. 

(ii) The components of the acceleration contravariant vector are given by (5) 

2

2

dt
xd α

 = 
dt
ud α

= αa  = 
dt
ud α

 + 












ab
α au bu  

In the Cartesian coordinate system, the fundamental (metric) tensor has all the components as 

constants and hence all the Christoffel symbols vanish.  In such a case, the above equation is 

simply reduced to αa  = 
dt
ud α

. 
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     Thus the definition of the acceleration vector in the generalized coordinate system as 

given by (5) is justified.   

 

Q:  Show that the coordinate derivatives of any tensor other than a scalar do not transform 

like the components of a tensor. 

Solution:  If φ(xi) is a scalar invariant its derivatives with respect to the coordinates is given 

by  

ix∂
∂φ

 = ix∂
∂φ

                      (∵ scalar invariant) 

        = jx∂
∂φ

 i

j

x
x
∂
∂

 

or    Ai = i

j

x
x
∂
∂

 jA    ----------  (7) 

Where Ai = ix∂
∂φ

 = components of grand φ and equation (7) represents the law of 

transformation of a covariant vector.  Thus the coordinate derivative of a tensor of 

order zero (scalar) is a covariant tensor of order one (vector). 

     Again consider a covariant vector transformation as  

αu  = αx
x i

∂
∂

 ui 

Differentiating this w.r.t. βx ,  we get  

β
α

x
u
∂
∂

 = βα xx
x i2

∂∂
∂

 ui + j
i

x
u
∂
∂

αx
x i

∂
∂

βx
x j

∂
∂

   -----------  (8) 

The second term on the RHS of the above equation has a tensorial character, but the 

appearance of the first term shows that the functions β
α

x
u
∂
∂

 do not transform like the 

components of a second rank tensor. 

 

12.2 Covariant derivative of a covariant vector: 

     The observations from equation (8) raise the important question of whether or not it is 

possible to add correction term to the partial derivatives β
α

x
u
∂
∂

 so that the result would be 
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covariant tensor of order 2.  By determining the appropriate correction terms, we define the 

so-called covariant derivative. 

     Let ui  and iu  be the components of a covariant vector in the coordinates xi  and ix  

respectively.  Differentiating the law of transformation  

iu  = i

j

x
x
∂
∂

 uj   ----------  (9) 

     with respect to kx , we have 

                  k
i

x
u

∂
∂

 = a
j

x
u
∂

∂
i

j

x
x
∂
∂

k

a

x
x
∂
∂

 + uj ki

j2

xx
x
∂∂

∂
 

                           = a
b

x
u
∂
∂

i

b

x
x
∂
∂

k

a

x
x
∂
∂

+ uj 













∂
∂

∂
∂













−
∂
∂













k

b

i

a

l

j

x
x

x
x

ab
j

x
x

ik
l 

 

(using similar expression as in (3)) 

  = a
b

x
u
∂
∂

i

b

x
x
∂
∂

k

a

x
x
∂
∂

 + 












ik
l

lu  - 







ab
j 

 uj i

a

x
x
∂
∂

k

b

x
x
∂
∂

 

  or  


























−
∂
∂

lk
i u 

ik
 l

 
x
u

 = 
















−
∂
∂

jb
a u

ab
j 

x
u

i

a

x
x
∂
∂

k

b

x
x
∂
∂

 

 

(∵ a and b are dummy indices, they are interchanged in the first term.) 

If we put ui,k = k
i

x
u

∂
∂

 - 








ik 
 l 

ul   ----------  (10) 

the above equation becomes  

ki,u = ua,b i

a

x
x
∂
∂

k

b

x
x
∂
∂

 

showing that the quantities ui,k are components of a covariant tensor of the second order.  This 

tensor is called the covariant derivative of the covariant vector ui with respect to the fundamental 

tensor gij. 

     Covariant differentiation is indicated as above by a subscript preceded by a comma.  Some 

authors use the notation as ui;,k instead of ui,k. 
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12.3 Covariant derivative of a scalar invariant: 

     It is defined as the vector whose covariant components are its ordinary derivatives.  Thus, if φ 

is scalar invariant, 

φ,i = ix∂
∂φ

   ----------  (11) 

     The covariant derivative of this vector is denoted by φ,ij.  This follows from equation (10) and 

it gives 

(φ,i), j = jx
i),(

∂
∂ φ

−








ij 
 l 

 (φ,l) 

or φ,ij  = ji

2

xx ∂∂
∂ φ

−








ij 
 l 

lx∂
∂φ

 

RHS expression is symmetric in i and j 

∴φ,ij = φ,ji   ----------  (12) 

In this case the order of the covariant differentiation is commutative.  But this is the only case in 

which it is so. 

 

12.4 Covariant derivative of a contravariant vector: 

     Let ui and iu  be the components of a contravariant vector in two coordinate systems xi and ix  

respectively.  Differentiating the law of transformation  

ui = j

i

x
x
∂
∂ ju    ----------  (13) 

w.r.t. xk, we obtain 

k

i

x
u

∂
∂

 = a

j

x
x
∂
∂

k

a

x
x
∂
∂

j

i

x
x
∂
∂

 + ju aj

i2

xx
x
∂∂

∂
k

a

x
x
∂
∂

 

By replacing the corresponding expression for aj

i2

xx
x
∂∂

∂
, 

k

i

x
u

∂
∂

 = a

j

x
u
∂
∂

k

a

x
x
∂
∂

j

i

x
x
∂
∂

 + ju  














∂
∂

∂
∂









−
∂
∂













a

l

j

h

b

i

x
x

x
x

hl
i 

x
x

ja
b

k

a

x
x
∂
∂

 

k

i

x
u

∂
∂

 + 







hl
i 









∂
∂

j

h
j

x
xu a

l

x
x

∂
∂

k

a

x
x
∂
∂

 = a

j

x
u
∂
∂

k

a

x
x
∂
∂

j

i

x
x
∂
∂

 + ju












ja
b

b

i

x
x

∂
∂

k

a

x
x
∂
∂

  ----  (14) 

But    ju j

h

x
x
∂
∂

 = uh  from (13) 
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






hl
i 

a

l

x
x

∂
∂

k

a

x
x
∂
∂

 = 







hl
i l

kδ  = 








hk
i 

 

and a

j

x
u
∂
∂

k

a

x
x
∂
∂

j

i

x
x
∂
∂

 = a

b

x
u
∂
∂

k

a

x
x
∂
∂

b

i

x
x

∂
∂

 

(∵j is dummy and it is replaced by b for the sake of common factors.) 

Therefore equation (14) becomes 


















+
∂
∂ h

k

i

u
hk
i 

x
u

 = 


























∂
∂ j

a

b

u
ja
b
 

x
u

k

a

x
x
∂
∂

b

i

x
x

∂
∂

 

If we put ui,k = k

i

x
u

∂
∂

 + 







hk
i 

uh   ----------  (15) 

This equation becomes 

ui,k = ju ,a j

i

x
x
∂
∂

k

a

x
x
∂
∂

   ----------  (16) 

      showing that ui,k are the components of a mixed tensor of the second order. 

   It is called the covariant derivative of the contravariant vector ui with respect to the fundamental 

tensor. 

 

Note:  covariant differentiation of any tensor leads to another tensor with an additional covariant 

character.  Thus 

Aij, k   3rd order mixed tensor  (2 contravariant and one covariant) 

Aij, k   3rd order covariant tensor 

Ai
j, k   3rd order mixed tensor (one contravariant and 2 covariant). 

There is no contravariant differentiation defined. 

 

12.5 Covariant derivative of a second order covariant tensor: 

     We know the law of transformation of a second order covariant tensor as 

abA  = a

i

x
x
∂
∂

b

j

x
x
∂
∂

 Aij   ----------  (17) 

Differentiating w.r.t cx , we obtain 

c
ab

x
A
∂
∂

  = h
ij

x
A
∂

∂
a

i

x
x
∂
∂

b

j

x
x
∂
∂

c

h

x
x
∂
∂

 + Aij ac

i2

xx
x
∂∂

∂
b

j

x
x
∂
∂

 + Aij a

i

x
x
∂
∂

cb

j2

xx
x
∂∂

∂
  -----------  (18) 
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             = h
ij

x
A
∂

∂
 . a

i

x
x
∂
∂

b

j

x
x
∂
∂

c

h

x
x
∂
∂

 + Aij b

j

x
x
∂
∂















∂
∂

∂
∂









−
∂
∂













c

q

a

p

h

i

x
x

x
x

pq
i 

x
x

c a
h
  

    + Aij a

i

x
x
∂
∂















∂
∂

∂
∂









−
∂
∂













c

q

b

p

h

j

x
x

x
x

pq
j 

x
x

c b
h
    ----------  (19) 

                                                                                  by virtue of equation (3) 

Or  

c
ab

x
A
∂
∂  - 









ac
h 









∂
∂

∂
∂

b

j

h

i

ij x
x

x
xA  - 









bc
h 









∂
∂

∂
∂

h

j

a

i

ij x
x

x
xA  

= h
ij

x
A
∂

∂
a

i

x
x
∂
∂

b

j

x
x
∂
∂

c

h

x
x
∂
∂

 − Aij 







pq
i 

a

p

x
x
∂
∂

b

j

x
x
∂
∂

c

q

x
x
∂
∂

 − Aij 







pq
j 

a

i

x
x
∂
∂

b

p

x
x
∂
∂

c

q

x
x
∂
∂

  -----  (20) 

In the LHS expression, using equation (17) 

Aij h

i

x
x

∂
∂

b

j

x
x
∂
∂

 = hbA  and  

Aij a

i

x
x
∂
∂

h

j

x
x

∂
∂

 = ahA  

     In the RHS expression, interchange the repeated indices p and i, replace the repeated index q 

by h in the second term.  Similarly interchange the repeated indices p and j and replace the 

repeated index q by h in the third term so that all the three partial derivatives occur as common 

factors.  Thus equation (20) becomes 



























−












−
∂
∂

ahhbc
ab A

bc
h

A
ac
h

x
A

 = 
















−








−
∂

∂
p ipjh

ij A
jh
p

A
ih
p

x
A

a

i

x
x
∂
∂

b

j

x
x
∂
∂

c

h

x
x
∂
∂

  ------- (21) 

If then we put 

Aij,h = h
ij

x
A
∂

∂
 − 








ih
p 

Apj − 








jh
p 

 Aip  ----------  (22) 

Equation (21) takes the form 

cab,A = Aij,h a

i

x
x
∂
∂

b

j

x
x
∂
∂

c

h

x
x
∂
∂

   -----------  (23) 

which shows that the covariant derivative of a 2nd order covariant tensor is a third order covariant 

tensor.  Aij,h as given in (22) is the covariant derivative of the second order covariant tensor w.r.t. 

the fundamental tensor. 
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     Similarly it can be shown that the covariant derivatives of the tensors Aij and Ai
j can be proved 

to be 

Aij,k = k

ij

x
A
∂
∂

  + Aih 







hk
j 

 + Ahj 







hk
i 

   ----------  (24) 

and 

Ai
j,k = k

i
j

x
A
∂

∂
  + Ah

j 








hk
i 

 - i
hA









jk
h 

   ----------  (25) 

are third order mixed tensors with the indices as shown in equation (24) and (25). 

 

Q:  Show that the covariant derivatives of the tensors gij, gij and δi
j all vanish identically. 

Solution:  we know that  

gij,k = k
ij

x
g
∂

∂
 − ghj 








ik
h 

 − gih 








jk
h 

 

      = k
ij

x
g
∂

∂
 − [j, ik] – [i, jk] 

      = [i, jk] + [j, ik] – [j, ik] – [i, jk] = 0 

Similarly,  

gij
,k = k

ij

x
g
∂
∂

 + gih 








hk
j 

 + ghj 







hk
i 

 

But we know that k

ij

x
g
∂
∂

 = − gih 







hk
j 

 − ghj 








hk
i 

   ----------  (26) 

Hence gij
,k = 0 

Again i
kj,δ  = k

i
j

x∂
∂δ

 + h
jδ








hk
i 

 − i
hδ









jk
h 

 

                  = 0 + 








jk
i 

 − 








jk
i 

 = 0                                                    (∵ i
jδ  is a kronecker delta) 

     A tensor ....k ij
m...n A l of any order may be differentiated covariantly as already mentioned and its 

covariant derivative is given by 

 ....k  ij
p m...n, A l  = px∂

∂ ....k ij
m...n A l   
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+ ....k aj
m...n A l








ap
i 

 + …..  + ....a ij
m...n A l








ap
k 

 − ....k ij
m...n A a








lp
a 

 − ….. − ....k ij
m...a A l








np
a 

  --------  (27) 

This is a tensor whose covariant order is greater by unity than that of ....k aj
m...n A l .  The process of 

covariant differentiation can be repeated indefinitely.  The covariant derivative of the first 

covariant derivative is called the second covariant derivative, and so on. 

 

12.6 Curl of a vector: 

     Let ui be the components of a covariant vector.  Then its covariant derivative is given by 

ui,j  = j
i

x
u
∂
∂

−







ij
a

ua. 

then  

ui,j − uj,I = j
i

x
u
∂
∂

 − i
j

x
u
∂

∂
 −








ij
a

 ua  + 








ji
a

 ua 

= j
i

x
u
∂
∂

 − i
j

x
u
∂

∂
   ----------  (28) 

(∵the three index symbol is symmetric in i and j) 

Since ui,j is a covariant tensor of order 2 and hence ui,j - uj,i should also be the same and it is called 

the curl of the vector û      

(i.e) curl û  = ui,j - uj,i =  j
i

x
u
∂
∂

− i
j

x
u
∂

∂
   ----------  (29) 

and it is an anti symmetric tensor. 

 

Q:  Prove that ordinary rule of differentiation of products also apply to the process of covariant 

differentiation. 

Solution:  Let us consider the product 

            Ci = i
jA jB  

Then Ci,k = k

i

x
C
∂
∂

 + 








k
i 
α

αC  

                 = kx∂
∂ i

jA jB  + 








k
i 
α

αC  
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= k

i
j

x
A
∂

∂ jB  + i
jA k

j

x
B
∂
∂

 + 








k
i 
α

α
jA jB  

= 






∂

∂
k

i
j

x
A

 + 










 α

α jA
k

i jB  + k

j

x
B
∂
∂

 i
jA  

= 




















−








+
∂

∂ i
jk

i
j A

jk
A

k 
i  

x
A

α
α α

α
jB  + 









jk
α iAα

jB  + k

j

x
B
∂
∂ i

jA  

= i
kj,A jB  + 









k
j 
α

i
jA αB  + k

j

x
B
∂
∂ i

jA  

= i
kj,A jB  + 









∂
∂

+








k

j

x
BB

k
j α

α
i
jA  = i

kj,A jB  + j
k,B i

jA  

which proves the result. 

 

Q:  A necessary and sufficient condition that the first covariant derivative of a covariant vector be 

symmetric is that the vector be a gradient. 

Solution:  If ui denotes a covariant vector, then  

ui,j = j
i

x
u
∂
∂

 − 







ij
k

uk 

uj,i = i
j

x
u
∂

∂
− 









ji
k

uk 

     = i
j

x
u
∂

∂
− 








ij
k

 uk                       (due to the symmetry property of the Christoffel symbol). 

∴ ui,j − uj,i = j
i

x
u
∂
∂

− i
j

x
u
∂

∂
 = curl û  

But given that ui,j is symmetric.   (i.e) curl û  = ui,j − uj,i = 0 

so û must be a gradient of a scalar function.  Conversely, if ui are the components of the gradient 

of a scalar φ, then curl ∇φ = 0. 

12.7 Divergence of a vector: 

     The divergence of a contravariant vector ui may be defined as the contraction of its covariant 

derivative.  It is thus a scalar invariant.  We denote it briefly by div ui. 

Since    i
j,u  = j

i

x
u
∂
∂

 + uh 







hj
i 

,       it follows that  
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Div ui = i
i,u  = i

i

x
u
∂
∂

 + uh 








hi
i 

 

= i

i

x
u
∂
∂

 + uh hx∂
∂

log g                                               (equation (7) of the previous lesson) 

= i

i

x
u
∂
∂

 + ui ix∂
∂

log g                                               (since h is dummy) 

Or div ui = 
g

1
ix∂

∂
   (ui g )   ----------  (30) 

12.8 Divergence of a tensor: 

     The divergence of a tensor is defined as its contracted covariant derivative with respect to the 

index of differentiation and any superscript. 

Example:  Consider the covariant derivative of a contravariant second rank tensor. 

ij
k,A  = k

ij

x
A
∂
∂

 + 








k
i 
α

jAα  + 








k
j 
α

αiA  

Now div ( ijA ) = ij
j,A  

                         = j

ij

x
A
∂
∂

 + 








j
i 
α

jAα  + 








j
j 
α

αiA  

                         = j

ij

x
A
∂
∂

 + 






∂
∂ glog
xα

αiA  + 








j
i 
α

jAα  

since 








j
j 
α

 = αx∂
∂

 log g      

                        =  j

ij

x
A
∂
∂

 + 










∂
∂

jx
g

g
1 ijA  + 









j
i 
α

jAα  

     = 
g

1
 jx∂
∂

( ijA g ) + 








j
i 
α

jAα    ----------  (31) 

The second term of (31), in view of the repeated indices α and j, can be written as 









j
i 
α

jAα  = 







αj
i αjA  

                = 








j
i 
α

αjA  = −








j
i 
α

jAα  if jAα is skew – symmetric. 
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or        








j
i 
α

jAα  = 0  if jAα  is skew-symmetric . 

     so if ijA  is the skew – symmetric tensor, then equation (31) becomes 

div ( ijA ) = ij
j,A  = 

g
1

jx∂
∂

( ijA g )   ----------  (32) 

12.9 Laplacian of a scalar invariant: 

     We know that the gradient of a scalar field φ, is a covariant vector Ai given by  

Ai = ix∂
∂φ

 = φ, i 

Its contravariant components can be represented as  

Ai =  gij Aj = gij
jx∂

∂φ
 = gij φ,j 

Div grad φ = φ∇⋅∇ ˆˆ  = φ2∇                           where ∇2 is Laplacian operator 

                  = Ai,i 

                  = (gij φ,j),i =  gij,i φ,j + gij φ,ji 

                  = 0 + gij φ,ij   ----------  (33) 

since the covariant derivative of the fundamental tensor vanishes and φ,ij is symmetric. 

So φ2∇  = gij

















−
∂
∂

k,
ij
k

x
,
j
i φ

φ
 = gij 

















∂
∂

−
∂∂

∂
ij
k

xxx kji

2 φφ
   ----------  (34) 

Other form is  

φ2∇  = div grad φ = Ai,i =  
g

1
ix∂

∂
 ( g . Ai) 

= 
g

1
ix∂

∂








∂
∂

j
ij

x
g g φ

   ----------  (35) 

in which case, the Laplacian operator can be written as 

∇2 = 
g

1
ix∂

∂








∂
∂

j
ij

x
g g    ---------- (36) 

 

12.10 Summary: 

     A need for covariant differentiation other than ordinary differentiation is explained in the 

introduction. 
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     Velocity and acceleration vectors are once again treated.  Their representations in the 

generalized coordinate system and cartesian coordinate system are thoroughly distinguished. 

     The concept of a covariant derivative of a covariant vector via ordinary differentiation is 

introduced.  This has been extended to all other types of tensors. 

     Special cases of the covariant derivatives of a scalar function φ, gij, gij and i
jδ  are treated.  

Ordinary rules of differentiation of products will hold good even in covariant differentiation. 

     Curl, div and Laplacian in vector analysis are once again explained with their expressions in 

terms of covariant derivatives. 

12.11 Key Terminology: 

Covariant derivative    curl    direvgence    Laplacian operators. 

12.12 Self – assessment questions: 

1. Find the covariant derivative of the gradient of a scalar function φ and show that it is a 

symmetric covariant tensor of order two. 

2. Find the expression for the divergence of a symmetric contravariant second rank tensor. 

3. Prove that ij
j,A  = 

g
1

jx∂
∂

( ijA g ) + Ajk 








jk
i 

the last term vanishing if Ajk is skew-

symmetric.  Also show that 

                 j
ji,A  = 

g
1

jx∂
∂

( j
iA g ) - j

kA







ij
k

 

4. If Aij is the curl of a covariant vector, prove that Aij,k + Ajk,i + Aki,j = 0 and that this is 

equivalent to  

                   k
ij

x
A
∂

∂
 + i

jk

x
A
∂

∂
 + j

ki

x
A
∂
∂

 = 0 

5. A fluid in motion in a plane has the velocity vector field given by ui = (x2, y2) in cartesian 

coordinates.  Find the covariant derivative of the vector field in polar coordinates. 

12.13 Reference Books: 

1. C.E. Weatherburn   ‘Riemannian geometry and tensor calculus’, Cambridge University Press, 

1957. 

2.  F.A. Hinchey, ‘Vectors and tensors for engineers and scientists’, Wiley Eastern Ltd., Delhi, 

1976. 

3.  A.W. Joshi, ‘Matrices and tensors in Physics’, Wiley Eastern Ltd., Delhi, 1975. 
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Unit - IV

Lesson - 13

LAPLACE TRANSFORMS

Objective of the lesson :

> To define Laplace transform from Integral transform.

> To define the properties of Laplace transforms with examples.

> To obtain Laplace transforms of some special functions.

> To evaluate certain integrals using Laplace transform techniques.

> To provide table of Laplace transforms for quick reference.

Structure of the Lesson :

13.1 Introduction

13 2 Definition of Laplace transform

13.3 Some properties of Laplace transforms

13.3.1 Linearity property

13.3.2 First shifting property

13.3.3 Second shifting property

13.3.4 Change of scale property

13.3.5 Laplace transform of derivatives

13.3.6 Derivatives of Laplace transform

13.3.7 Laplace transform of integrals

13.3.8 Periodic functions

13.3.9 Initial value theorem

13.3.10 Final value theorem

13.3.11 Behaviour of f(s) as s 0 and s 

13.4 Laplace Transforms of some special functions .

13.4.1. Gamma function
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13.4.2. Bessel function

13.4.3. The error function and its complement

13.4.4. Sine, Cosine and Exponential integrals

13.4.5. Unit step function

13.4.6. Dirac delta function

13.4.7. Sin t

13.4.8 Evaluation of certain integrals by Laplace transforms.

13. 5 A short table of Laplace transforms

13.6 Additional problems

13.7 Summary of the lesson

13.8 Key terminology

13.9 Self Assessment questions

13.10 Reference Books

13.1 Introduction

The Laplace transformation is a powerful method for solving linear differential equations

with constant coefficients arising in engineering mathematics. In the first step the differential

equation is transformed into an algebraic equation. Nextly, the algebraic equation is solved

with algebraic manipulations. Finally, the solution of the algebraic equation is transformed

back in such a way it becomes the solution of the original differential equation.

Apart from the advantage of reducing the differential equation into an algebraic

equation, another advantage is that it takes care of initial conditions without the necessity of

first determining the general solution and then obtaining from it a particular solution. Also,

when applying the classical method to a non homogeneous equation, we must first solve the

corresponding homogeneous equation, while the Laplace transformation immediately yields

the solution of the non homogeneous equation.

These transformation techniques are also useful in solving the boundary value

problems and in the evaluation of certain integrals with much ease.

13.2 Definition of Laplace transforms :

Linear integral transformations of functions F(t) defined on a finite or infinite interval

a<t<b are particularly useful in solving problems in differential equations. Let K (t,s) denote
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some prescribed function of the variable t and a parameter s. A general linear integral

transformation of functions F(t) with respect to the kernel function K (t,s) is represented by the

equation

T {F(t)} = 
b

a
dt)t(F)s,t(K -------- (1)

= f(s)

It represents a function f(s), the image or transform of the function F(t).

If a function F(t) defined for all positive values of the variable t, is multiplied by the

Kernel function ste and integrated with respect to t from zero to infinity, a new function f(s) is
obtained. That is,

)2(
)}t(F{L

)s(fdt)t(Fe
0

st
















This operation on a function F(t) is called the Laplace transformation or Laplace transform of
F(t). The new function f(s) is called the Laplace transform of F(t). Hereafter, we shall denote
the original function by a capital letter and its transform by the same letter in lower case.

Ex (1) : Find the Laplace transform of the following functions :

(i) F(t) = 1 (ii) F(t) = t (iii) F(t) = ekt

Sol :- (i) As per definition





 




0
0

st
st 0s

s

1

s

e
dt.1.e}1{L

(ii)  
 






 



0 0

st

0

st
st dt.1.e

s

1

s

e
.tdt.t.e}t{L

2s

1

s

1
.

s

1
0  using (i)

(iii)  
 

 
0 0

t).ks(ktstkt dt.edt.e.e}e{L

ks

1


 using (i)
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13.3 Some properties of Laplace transforms :

13.3.1 Linearity Property :

A Laplace transform L{F(t)} is said to be linear if for every pair of functions F
1
(t) and

F
2
(t) and for every pair of constants C

1
and C

2
, we have

     )t(FLC)t(FLC)t(FC)t(FCL 22112211 

)s(fC)s(fC 2211 

where f
1
(s) and f

2
(s) are Laplace transforms of F

1
(t) and F

2
(t) respectively

Proof : We have L{F
1
(t)} = f

1
(s) = 




0

1
st dt)t(Fe

and 



0

2
st

22 dt)t(Fe)s(f)}t(F{L

so that    )t(FLCdt)t(FCe)s(fC)t(FCL 11
0

11
st

1111  




and    )t(FLCdt)t(FCe)s(fC)t(FCL 22
0

22
st

2222  




   


 
0

2211
st

2211 dt)t(FC)t(FCe)t(FC)t(FCL by definition







 
0

22
st

0
11

st dt)t(FCedt)t(FCe

   )t(FLC)t(FLC 2211 

)s(fC)s(fC 2211  ........ (3)

The result may be generalized for any number of functions and for the same number of
arbitrary constants i.e.,

 









 n

1r

rr

n

1r

rr )t(FLC)t(FCL ......... (4)

Ex (2) : Find the Laplace Transform of .t4sin3t3cos4t6e4 3t5 

Soln : Applying the linearity property, we have

 t4sin3t3cos4t6e4L 3t5 

}t4{sinL3}t3{cosL4}t{L6}e{L4 3t5 
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










































16s

4
3

9s

s
4

s

!3
6

5s

1
4

224

16s

12

9s

s4

s

36

5s

4
224 









13.3.2 First Translation (or Shifting) Property :

If f(s) be the Laplace transform of F(t), then the Laplace transform of )t(Feat
is f(s-a),

where a is any real or complex number i.e., if

)s(f)}t(F{L  , then )as(f)}t(Fe{L st 

Proof : Given, )s(fdt)t(Fe)}t(F{L
0

st  








0

atstat dt)t(Fee)}t(Fe{L





0

t)as( dt)t(Fe





0

ut dt)t(Fe by putting u = s-a

= f(u)

= f(s-a) .......... (5)

Ex (3) : Find the Laplace transform of t3sine t2

Soln : We have
9s

3
}t3{sinL

2 


.
13s4s

3

9)2s(

3
}t3sine{L

22

t2





 

13.3.3 Second Translation (or Shifting) Property :

If









at,0

at,)at(F
)t(Gand)s(f)}t(F{L

Then .)s(fe)}t(G{L as

Proof : We have 



0

st dt)t(Ge)}t(G{L
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


 
a

st
a

0

st dt)t(Gedt)t(Ge




 
a

st
a

0

st dt)at(Fedt0.e




 
0

st dt)at(Fe

,du)u(Fe
0

)au(s




 by taking u = t-a i.e., du = dt.

when t = a, u = 0 and when t =  , u =  .





a

susa du)u(Fee

)s(fe sa ................ (6)

Ex (4) : Find the Laplace transform of F(t), where
























3

2
t,0

3

2
t,

3

2
tcos

)t(F




Soln : We have, 



0

st )t(Fe)}t(F{L















/32

st
/32

0

st dt
3

2π
-tcosedt.0.e


























0
duucos

3

2
usexp


by taking

3

2
tu




u}L{cose 3

s2




1s

s
.e

2
3

s2







13.3.4 The Change of Scale of Property :

If )s(f)}t(F{L  , then 








a

s
f

a

1
)}at(F{L .......... (7)
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Proof : We have )s(fdt)t(Fe)}t(F{L
0

st  








0

st dt)at(Fe)}at(F{L (on replacing t by at)





0

a/su

a

du
)u(Fe by taking at = u





0

pu du)u(Fe
a

1
where

a

s
p .





0

pt dt)t(Fe
a

1
(replacing u by t)

)p(f
a

1


a

s
p

a

s
f

a

1









  .

Ex (5) : Find the Laplace transform of t5cos .

Soln : We have, 0s,
1s

s
}t{cosL

2





25s

s

1)5/s(

5/s
.

5

1
}t5{cosL

22 





13.3.5 Laplace Transform of Derivatives :

If F(t) is continuous for 0t  and of exponential order as t while )t(F is sectionally

continuous i.e., )t(F is of class A for 0t  , and if )s(f)}t(F{L  , then )0(F)s(fs)}t(F{L  .

In general if )s(f)}t(F{L  and )t(F.....),t(F),t(F),t(F )1n(  are continuous for 0t  and

of exponential order as t while )t(F )n( is sectioally continuous for 0t  , then







1n

0r

)r(r1nn)n( )0(Fs)s(fs)}t(F{L

)0(F)0(Fs.......)0(Fs)0(Fs)s(fs )1n()2n(2n1nn  

Proof : Since 



0

st dt)t(Fe)s(f)}t(F{L
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  





 
0

st
0

st

0

st dt)t(Fes)t(Fedt)t(Fe)}t(F{L , integrating by parts

)s(fs)0(F0 

)0(F)s(fs  ........... (8)

Applying the result (8), we have

)0(F)}t(F{Ls)}t(F{L 

)0(F)}0(F)s(fs{s  by (8)

)0(F)0(Fs)s(fs2  ........... (9)

Similarly )0(F)0(Fs)0(Fs)s(fs)}t(F{L 22  ........... (10)

Generalizing it, we find
































1n

0r

)r(r1nn

)1n(

)2n(2n1nn)n(

)0(Fs)s(fs

)0(F

)0(Fs..........)0(Fs)0(Fs)s(fs)}t(F{L

........... (11)

Ex (6) : Find the Laplace transform of )t(F when t3e)t(F 

Soln : Given t3e)t(F  , 1)0(F  and t3e3)t(F 

As such 1}e{Ls}e{L t3t3  by (8) above

3s

3
1

3s

s







Aliter.
3s

3
}e3{L)}t(F{L t3


 .

13.3.6 Derivatives of Laplace Transforms :

If the function F(t) is sectionally continuous for 0t  and if )s(f)}t(F{L  , then

)}t(Ft{L)s(f  .

Proof : We have 



0

st dt)t(Fe)s(f

Differentiating either side w.r.t. ‘s’ we get
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





 
0

st

0

st dt)}t(Ft{edt)t(Fe)t()s(f

)}t(Ft{L  .............. (12)

In general if F(t) is sectionally continuous for 0t  and if

)s(f)}t(F{L  , then

)}t(F)t{(L)s(f n)n(  .............. (13)

where )s(f
ds

d
)s(f

n

n
)n(  for all integral values of n.

We may state it as

)s(f
ds

d
)1()s(f)1()}t(Ft{L

n

n
nnnn  ............... (14)

Ex (7) : Find the Laplace transform of t3 et .

Soln: Since
1s

1
)s(f}e{L t




4

3

3

3
3t3

)1s(

)3()2()1(
)1(

1s

1

ds

d
)1(}et{L

















4)1s(

6




13.3.7 Laplace Transform of Integrals :

(i) If )s(f)}t(F{L  , then
s

)s(f
du)u(FL

t

0









 .................. (15)

Proof : Let 
t

0
du)u(F)t(G

Then  





0

0

t

0
du)u(F)0(Gand)t(Fdu)u(F

dt

d
)t(G = 0.

Applying the property [13.3.5], we have

)0(G)}t(G{Ls)}t(G{L 

i.e.,






 

t

0
du)u(FLs)s(for0)}t(G{Ls)}t(F{L
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i.e.,
s

)s(f
du)u(FL

t

0











(ii) If )s(f)}t(F{L  then 











s
du)u(f

t

)t(F
L ................. (16)

Proof : Let
t

)t(F
)t(G  , so that )t(Gt)t(F 

)}t(Gt{L)}t(F{L  (on taking Laplace transform)

)}t(G{L
ds

d
)1( by property [13.3.6]

i.e., )}t(G{L
ds

d
)s(f 

Integrating both sides with regard to s, we get

)}t(G{Lds)s(f
s

 

i.e., 



s

du)u(f)}t(G{L , on the assumption that 0)}s(G{LLim
s




.

Ex (8) : Find the Laplace transform of 


0
dt

t

tsin
.

Soln : We have )s(f
1s

1
}t{sinL

2



 (say)

and 
















s 22 1u

1
)u(f),16(by

1u

du

t

tsin
L 

  stan
2

utan 1
s

1  


2
scotstanscot 111 
  

s

1
tan 1

Hence by (15) of property [13.3.7],
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s

1
tan

s

1
dt

t

tsin
L 1

0












 .

13.3.8 Periodic Functions :

If F(t) is a periodic function with period T>0, so that

sT

T

0

st

e1

dt)t(Fe
)}t(F{Lthen),t(F)Tt(F







 ............ (17)

Proof : We have 



0

st dt)t(Fe)}t(F{L

............dt)t(Fedt)t(Fedt)t(Fe
T3

T2

st
T2

T

st
T

0

st  










0n

T)1n(

nT

st dt)t(Fe

If we put t=u+nT, then F(u+nT) = F(u) F(t+T) = F(t) (given)

Thus,







0n

T

0

)nTu(s du)u(Fe)}t(F{L

or  





0n

T

0

susnT du)u(Fee)}t(F{L

  
 

T

0

susT2sT du)u(Fe......ee1

1ewhen....ee1)e1(du)u(Fe
e1

1 stsT2sT1sT
T

0

su

sT



 

  

sT

T

0

st

e1

dt)t(Fe







 (replacing u by t)

Ex (9) : Find the Laplace transform of F(t) when F(t) is a periodic function with period 2 ,
such that














2t,0

t0,tsin
)t(F
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Soln : We have 









2

0

st

s2
dt)t(Fe

e1

1
)}t(F{L






 


 












2
st

0

st

s2
dt0.edttsine

e1

1

0)tcostsins(
1s

e

e1

1

0

2

st

s2






















)bxcosbbxsina(
ba

e
dxbxSine

22

ax
ax 




1s

1e

e1

1
2

s

s2 














2

s

ss s1

e1
.

)e1()e1(

1
















)s1()e1(

1
2s 


 .

13.3.9 Initial Value Theorem :

If )s(f)}t(F{L  then )s(fsLim)t(FLim
s0t 

 ........... (18)

Proof : We have )0(F)s(fs)}t(F{L  by property [13.3.5]

i.e., )0(F)s(fsdt)t(Fe
0

st 




Taking the limit as s ,

)0(F)s(fsLimdt)t(FeLim
s0

st

s







 

or   dt)t(FeLim)0(F)s(fsLim
0

st

ss
 






0eLim0)0(F st

s
 




)t(FLim
0t



Ex (10) : Verify the initial value theorem for the function
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t3e)t(F 

Soln :
3s

1
}e{L)}t(F{L)s(f t3


 

Now 1eLim)t(FLim t3

0t0t
 



and 1
3s

1
Lim)t(FLim
ss







.

Hence )s(fsLim)t(FLim
s0t 

 .

13.3.10 Final Value Theorem :

If )s(f)}t(F{L  , then )t(FLim)s(fsLim
t0s 

 ....... (19)

Proof : We have )0(F)s(fs)}t(F{L  by Prop. [13.3.5]

i.e., )0(F)s(fsdt)t(Fe
0

st 




Taking the limit as 0s 

)0(F)s(fsLimdt)t(FeLim
0s0

st

0s







 

or 







0

st

0s0s
dt)t(FeLim)0(F)s(fsLim

 







0

st

0s
dt)t(FeLim)0(F





0

dt)t(F.1)0(F





0

dt)t(F
dt

d
)0(F

  0)t(F)0(F

)0(F)t(FLim)0(F
t




)t(FLim
t 

 .

Ex (11) : Verify the Final value theorem for the function
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t2e)t(F  .

Soln : We have t2e)t(F  so that
2s

1
}e{L)}t(F{L)s(f t2


 

0eLim)t(FLim t2

0tt
 



and 0
2s

s
Lim)s(fsLim

0s0s







Hence )s(fsLim)t(FLim
st 

 .

13.3.11 Behaviour of f(s) as 0s  and s :

We have dt)t(Fe)s(f)}t(F{L
0

st






when dt)t(F)0(f,0s
0


 ........... (20)

and when 0dt)t(F.0)s(fLim,s
0s

 



........... (21)

13.4 THE LAPLACE TRANSFORMS OF SOME SPECIAL FUNCTIONS

[13.4.1] The Gamma function. Euler’s Gamma function is defined as

0n,dxxen
0

1nx  




Its important properties have already been discussed in an earlier lesson, but a few of
them are mentioned here.

0nfor
n

)1n(
nand0nfornn)1n( 




!n)1n(  for positive integral values of n.







2

1
,1n0,

nsin
)n1(n

Now we have 



0

nstn dtte}t{L

Put ust  i.e.,
s

u
t  and

s

du
dt 
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1n0

nu

1n

n

s

)1n(
duue

s

1
}t{L









  ........... (22)

(by the definition of Gamma function)

If we now put
2

1
n  ,

ss
2

1

}t{L
2/1

2/1 



 ............... (23)

13.4.2 Bessel Functions :

Bessel function of order n is defined as
















 .............

)4n2()2n2(4.2

t

)2n2(2

t
1

)1n(2

t
)t(J

42

nn

which satisfies Bessel’s differential equation

0)t(y
t

n
1)t(y

t

1
)t(y

2

2













or 0)t(J)nt()t(Jt)t(Jt n
22'

n
''
n

2 

Some important properties are :

)t(J)1()t(J n
n

n 
, n being positive integral

)t(Ji)it(J n
n

1n


  , nJ being modified Bessel function of order n.

)t(J)t(J
t

n2
)t(J 1nn1n  

)t(Jt)}t(Jt{
dt

d
1n

n
n

n
 which becomes )t(J)t(J 1

'
0  for n=0

















n

n
n

x

1
x

2

t

x)t(Je

known as generating function for the Bessel functions.

)t(J0 is called Bessel function of order zero and has for its expansion
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................
6.4.2

t

4.2

t

2

t
1)t(J

222

6

22

4

2

2

0 

................
6.4.2

t
L

4.2

t
L

2

t
L}1{L)}t(J{L

222

6

22

4

2

2

0 




























........................
s4.2

!4

s2

!2

s

1
52232




























 ....................

s

1

4.2

3.1

s

1

2

1
1

s

1
42

1s

1

s

1
1

s

1
2

2/1

2














.............. (24)

Similarly 1ss1)}t(J{L 2
1  .............. (25)

Aliter. )t(J0 satisfies the equation

0)t(Jt)t(J)t(Jt 0
'
0

''
0 

0)}t(Jt)t(J)t(Jt{L 0
'
0

''
0 

Taking )s(f)}t(J{L 0  and using properties [13.3.5] and [13.3.6].

0)s(f
ds

d
)}0(F)s(fs{)}0(F)0(Fs)s(fs{

ds

d 2 

where )t(J)t(F 0 gives 1)0(F  and 0)0(F 

0)s(f1)s(fs1)s(fs)s(fs2 '2 

or 0)s(f)1s()s(fs '2 

i.e.,
1s

s2
.

2

1

1s

s

)s(f

)s(f
22 








.

Integrating with regard to ‘s’

Clog)1s(log
2

1
)s(flog 2  , C being constant of integration
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1s

C
)s(f

2 


Applying initial value theorem, we have

)t(FLim)s(fsLim
0ts 



i.e., )t(JLim
1s

Cs
Lim 0

0t2s 



which gives C=1

Hence
1s

1
)s(f

2 
 i.e.,

1s

1
)}t(J{L

2
0




Now using the change of scale of property, we have











a

s
f

a

1
)}at(J{L 0 where

1s

1
)}t(J{L)s(f

2
0




so that
222 as

a

1
a

s

1

a

s
f






















Hence 22
0

as

a
)}at(J{L


 ............. (26)

Further to deduce )}t(J{L 0 , using the property [13.3.6]

we get

 
  2/32222

00

as

as

as

a

ds

d
)}at(J{L

ds

d
)}at(Jt{L



















 .......... (27)

Similarly 2/321
)1s(

1
)}t(Jt{L


 ............... (28)

13.4.3 The Error function and its complement

The error function of a variable t denoted by erf (t) or E
r
(t) is defined as

)t(Edxe
2

)t(erf r

t

0

x2

 




and the complement of the error function denoted by erf C (t) is defined by
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


 
t

x
t

0

x dxe
2

dxe
2

1)t(erf1)t(Cerf
22


.

It is notable that

0)t(erfLim
0t




and 1)t(erfLim
t




.

Thus dx..........
!3

x

!2

x
x1

2
dxe

2
terf

t

0

64
2

t

0

x2










 











 ................

!37

t

!25

t

3

t
t

2 2/72/52/3
2/1



 








 .............
!37

t

!25

t

3

t
tL

2
terfL

2/72/52/3
2/1























 .............

s

2/9

s

2/7

s

2/5

s

2/32
2/92/72/52/3

...............
s

1

6.4.2

5.3.1

s

1

4.2

3.1

s

1
.

2

1

s

1
2/92/72/52/3


1ss

1

s

1
1

s

1
2/1

2/3














................ (29)

13.4.4 The sine, cosine and exponential integrals

The sine integral is defined as 
t

0
i dx

x

xsin
)t(S

and the cosine integral is defined as 
t

0
i dx

x

xcos
)t(C

Also the exponential integral is defined as 
 


t

x

i dx
x

e
)t(E

we have dx........
!7

x

!5

x

!3

x
x

x

1
dx

x

xsin
)t(S

t

0

753t

0
i  












dx........
!7

x

!5

x

!3

x
1

t

0

642











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.......
!77

t

!55

t

!33

t
t

753











 .......
!77

t

!55

t

!33

t
tL)}t(S{L

753

i

............
s

!7
.

!77

1

s

!5
.

!55

1

s

!3
.

!33

1

s

1
8642










 .............

7

)s/1(

5

)s/1(

3

)s/1(

1

s/1

s

1 753

s

1
tan

s

1 1 ............. (30)

Similarly )1s(log
s2

1
)}t(C{L 2

i  ............. (31)

and








 
 

t

x

i dx
x

e
L)}t(E{L , Put tyx  i.e., y

dy

x

dx


(on logarithmic differentiation)









 
 

1

ty

dy
y

e
L

dtdy
y

e
e

1

ty

0

st









 
 


by definition of Laplace transform

dydte
y

1

0

t)ys(

1 





 






, by changing the order of integration

dy
ys

1
.

y

1

1 
 



 












  1

1
)ys(logylog

s

1
dy

ys

1

y

1

s

1
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



















1

1
y

s
log

s

1

)1s(log
s

1
 .............. (32)

13.4.5 Heaviside Unit Function or Unit Step Function :

Unit step function is defined as










at,1

at,0
)at(U .




 
0

st dt)at(Ue)}at(U{L





 

a

st

a

st
a

0

st

s

e
dt1.edt0.e

ase
s

1  ........... (33)

13.4.6 Dirac delta function :

The Kronecker delta function is a function of two parameters, say m and n and we
have the following inportant property

n

m

mnm CδC  ........... (34)

where C
m

is a function of the discrete variable m. That is, mnδ makes all the terms in (34)

vanishing for nm  and the only non zero term is nnn δC which is equal to nC . In fact,

eqn. (34) itself may be taken as the difinition of Kronecker delta.

The Dirac delta function )x-δ(x  plays the same role as a function of a continuous

variable where as Kronecker delta is for discrete variables. Analogous to equ. (34), the Dirac
delta function is defined as

)35(.......................

)0(fdxx)x(fAlso

)x(fdx)xx()x(f




























which shows that the delta function in the integrand picks out the value of f(x) at the single
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point 'x and does not take into account the behaviour of f(x) anywhere else.

It is also implied from (35) that

)36(..............
)xx(0)xx(Also

1dx)xx(1



















The delta function may be considered as a limit of certain ordinary functions such as
given here.

)x(Lt)x()i(
0




  where

)37(............
x0

x
2

1

)x(












22 2/x

0
e

2

1
Lt)x()ii( 

 



 .......... (38) Gaussian function.

Laplace transform of Dirac δ - function is

sa

0

st edt.e)at(a)}-(tL{ 


    by (35)

At a=0, 1)}t({L  .

Fourier transform of Dirac  -function is

isaist edt.e)at(a)}-(tF{ 




    from (35)

and 1)}t({F  .

13.4.7 Obtain the Laplace transform of tsin :

Using series expansion method,

     












 ...............
!7

t

!5

t

!3

t
tL}t{sinL

753
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        ...............tL.
!7

1
tL.

!5

1
tL

!3

1
tL 2/72/52/32/1 

.................
s!7

)2/9(

s!5

)2/7(

s!3

)2/5(

s

)2/3(
2/92/72/52/3











































 .........

s2

1

!3

1

s2

1

!2

1

s2

1
1

s2

3

2

2

222/3



2/3

4/s
s2

1

2/3 s2

.e
e

s2

2  













 ................ (39)

13.4.8 Evaluation of Certain integrals by Laplace Transforms :

I. Show that
22

1
dxxcos

0

2 




.

Sol :- Consider 



0

2 dxtxcos)t(G

Taking Laplace transforms on both sides

 
 











0 0

2st dtdxtxcose)}t(G{L

 
 










0 0

2st dxdttxcose







0 42
dx

xs

s
Put θtansx2  dθ.θsecsdx2x 2


π/2

0 22

22

θsecs.θtans2

dθθsecs
or dθ.

θtans2

θsecs
dx

2






π/2

0

2

1
1/2

π/2

0
dθ.θcosθsin.

s2

1

θtan

dθ
.

s2

1

 12

4

3
.

4

1

s2

1






















 using







 









 








 



2

2qp
2

2

1q

2

1p

d.cossin
2/

0

qp



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4
sin2

.
s2

1





using 1n0

nsin
)n1()n( 





s

1
.

4

2π

2

2π
.

s2

1
 .

t

1
.

4

2π

s

π
L

4

2π
G(t) 1  

by (23)

Putting t = 1,

2

π
.

2

1

4

2π
dxxcosG(1)

0

2  


.

II. Showthat π
2

1
dx.e

0

x2






Sol : Consider 



0

tx dx.e)t(G
2

so that

 
 










0 0

tx-st dt.dx.ee)}t(G{L
2

 
 










0 0

t)x(s- dx.dt.e
2

s2

π

s

x
tan

s

1

xs

dx

0

1

0 2










 .

1/211 t.
2

π

s

π
L.

2

π

s2

π
LG(t)  
























or 2/1

0

tx t.
2

dxe
2 


 



Putting t=1,
2

dxe
0

x2 



 .

III. Evaluate the integral 


0 22
dx.

ax

txcos
.
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Sol : Consider 





0 22
dx.

ax

txcos
)t(F

Now dtdx.
ax

txcos
e)}t(F{L

0 0 22

st

 
 














dxdttxcos.e
ax

1

0 0

st

22 
 














dx.
xs

s
.

ax

1

0 2222





dx
sx

1

ax

1

as

s

0 222222 




































0x

11

22 s

x
tan

s

1

a

x
tan

a

1

as

s

0s,0afor
as

1

a2







)0t,0a(e
a2as

1
L.

a2
)t(F at1 










  

.

IV. Evaluate the integral





0

dx
x

txsin
)t(F .

When t > 0 and s > 0, dtdx
x

txsin
e)}t(F{L

00

st









 




or dxdttxsin.e
x

1
)}t(F{L

0

st

0







 
















 
0

1

0 22220 s

x
tan

s

1

sx

dx
dx.

xs

x

x

1

s

1
.

2




0t0)0(Fand
2

)t(F 


.
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13.5 A Short table of Laplace transforms :

F(t) f(s) F(t) f(s)

1. 1
s

1
7. kthsin 22 ks

k



2. ate as

1


8. kthcos 22 ks

s



3. ,.......)2,1n(t n  1ns

!n
 9. ktsine at

  22
kas

k



4. ,.....)2,1n(e.t atn    1n
as

!n



10. ktcose at

  22
kas

as





5. ktsin 22 ks

k


11. t 3s2

π

6. ktcos 22 ks

s


12.

t

1

s

π

13. )1k(tk  1ks

)1k(



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Additional Problems :

(1) Find the Laplace transform of thsin
t

2
.

Sol:- Let thsin
t

2
)t(F 





0

st dt.e.thsin.
t

2
)}t(F{L








0

st
tt

dt.e.
2

ee
.

t

2







 
0

t)1s(

0

t)1s( dte.
t

1
dte.

t

1




























ss
duf(u)

t

F(t)
Ldu

1u

1

1u

1
 .

1s

1s
log

1s

1s
log1log

1u

1u
log

s 
















.

(2) What is the Laplace transform of )bta(cosekt  ?

Sol:- Let )bta(coseF(t) kt 

 btsin.asinbtcos.acosekt 

btsin.e.asinbtcos.e.acos ktkt 

where a, b and k are constants.

   btsin.eL.asinbtcos.eL.acos)}t(F{L ktkt 

2222 b)ks(

b
.asin

b)ks(

ks
.acos









22 b)ks(

asinbacos)ks(




 .

(3) Find  θ)(wtsineL 2at  where θw,a, are constants.

Sol:- Let θ)(wtsineF(t) 2at- 
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 







 


2

wt2cos1
e at- 

wt2sine
2

2sin
wt2cose.

2

2cos
e

2

1 atatat  


2222 w4)as(

w2
.

2

2sin

w4)as(

as
.

2

2cos

)as(2

1
)}t(F{L













.

13.7 Summary of the Lesson

With a basic understanding of the linear integral transform, Laplace transforms have
been defined. Several of the properties of Laplace transforms are proved and the examples
are given for each property.

Laplace transforms involving Gamma function, Zeroth order Bessel function, Error
function, etc., are specially treated. Dirac delta function and its Laplace transforms are clearly
explained.

The use of Laplace transforms in the evaluation of certain integrals is explianed with
specific examples.

A short table of transforms is given for easy memory and quick reference.

Some more examples have been worked and self assessment questions are given
covering the entire lesson.

13.8 Key terminology

Integral transform - Laplace transform - Kernel function - Gamma function - Bessel function -
Error function - Unit step function - Dirac delta function.

13.9 Self assessment questions

1. Using Laplace transform of derivatives, find  wtsintL .

Verify by applying the formula for the derivatives of Laplace transform.

2. Find the Laplace transform of )t(Ue a
kt where










at1

at0
)t(Ua

3. Find the Laplace transform of the saw-tooth wave function

)t(F)pt(Fwherept0t
p

k
)t(F 
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4. Find the Laplace transform of half-wave rectification of - twsin as shown in figure.

5. Find the Laplace transform of

(i)
t

ktsin
(ii)










t0

t0tsin
)t(F





6. Obtain the Laplace transform of the differential equation

)t(Fdt)t(Y3)t(Y4)t(Y
t

0
 

where









4t21

2t01
)t(F is a periodic function.

13.10 Reference Books

1. B.D. Gupta. “Mathematical Physics” Vikas Publishing House, 1980.

2. R.V. Churchill “Operational Mathematics” McGraw-Hill Book Co., 1958.

3. E. Kreyszig “Advanced Engineering Mathematics” Wiley Eastern Pvt. Ltd., 1971.
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Unit - IV

Lesson - 14

INVERSE LAPLACE TRANSFORMS

Objective of the lesson :

* To define the inverse Laplace transform

* To define convolution and to prove a theorem

* To state and prove Heaveside expansion theorem

* To give number of worked examples.

Structure of the lesson :
14.1. Introduction
14.2. Inverse Laplace transofrms
14.3. Convolution
14.4. Partial fraction methods
14.5. Examples
14.6. Summary of the Lesson
14.7. Key terminology
14.8 Self-assessment Questions
14.9 Reference Books

14.1. Introduction :

Much about Laplace transforms has been exposed in the previous lesson but using inverse
Laplace transforms finally will help us to complete the solution of the given problem. Thus the
usage of Laplace transform and its invrse is an intermediate technique for a convenient and easy
approach to solve the problem. Out of all the integral transforms within our reach, the adaptability
of Laplace transform and its inverse is supposed to be simple in view of their form, existence and
uniqueness.

14.2 Inverse Laplace Transforms :

Let the symbol   1L f s denote a function  F t whose Laplace transform is  f s .
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Thus if     L F t f s

then     1F t L f s

For instance, as seen from the table of Laplace transforms in Lesson 13,

 1
1

1  
  

 

ktL e F t
s k (say) ---------- (1)

This correspondence between  1F t and the function of 's' shows that  1  ktF t e is an

inverse transform of
1

s k

But another function

 2
0 2 and 2

1 for 2

  


 

kt t tF t e
t

------------ (2)

has the transform as

    
2

2 2
0 0 2

.st st kt st ktL F t e F t dt e e dt e e dt
 

  
    

and this is the same as   1L F t in (1).

The function  2F t could be chosen equally well as one that differs from  1F t at any finite

set of values of t or even at such an infinite set as t = 1, 2, 3, .... . So we have seen that for two

different functions  1F t and  2F t , the transform is the same.

However, a theorem on the uniqeness of the inverse transform, due to Lerch, states that if

two functions  1F t and  2F t have the same Laplace transform  f s , then

     2 1 F t F t N t

Here  N t is a null function such that  
0

0 
T

N t dt for every +ve 'T'.

In view of this theorem, we can say that the inverse transform is essentially unique since a
null function is usually of no importance in the applications.
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In particular, if two continuous functions have the same transform, they are completely
identical.

Thus all the formulae or properties derived in lesson 13 hold good for inverse transforms
also.

For example, we may state the first translation property as

"The substitution of s a for the variable s in the transform  f s corresponds to the

multiplication of the object function  F t by the function ate ".

Proof : We have

       
0 0

   
     

 
s a t st atf s a e F t dt e e F t dt

   atL e F t

Similarly all the other properties can be thought of in terms of inverse transform.

14.3. Convolution :

The Convolution *F G of the function  F t and  G t is defined as the function

       *

0

t
F t G t F G t d    ----------- (3)

(This is also called Convolution or Faltung integral)

The Convolution operation is commutative :

       *

0

   
t

F t G t F G t d

   
0

 
t

G u F t u du Put  t u ,   d du

   
0
 
t
G u F t u du

   *G t F t
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Some more properties are

             * * *F t G t H t F t G t F t H t    

       
* *

F t kG t k F t G t 
 

           
* * * *F t G t H t F t G t H t   
   

Theorem - 1 : Prove that

          *
L F t G t L F t L G t

    f s g s

Proof : We have, by definition

        *

0

  
 

  
 

t
L F t G t L F t G d --------- (4)

Consider the unit step function

 
1

0







 



t
U t

t
with  as variable ------(5)

or
1

0










t

t
with ' t ' as variable ------(6)

Using (5), Equation (4) can be written as

       
0 0 0

     



  

   
     

   

t t
stL F t G d F t G d e dt

     
0 0

   
 


 
 

   
 

 stF t G t d e dt

     
0 0

   
 


 

 
   

 
stG e F t t dt d -------- (7)

(by interchanging the order of integration)



CENTRE FOR DISTANCE EDUCATION5ACHARYANAGARJUNAUNIVERSITY

Because of the presence of  U t , the integrand of the inner integral with respect to t is

identically zero for all t from (6). Hence, the inner integration effectively starts not at 0t , but

at t . Therefore, (7) becomes

       
0 0

t
stL F t G d G F t e dt d


     

 


  
   

     
   

--------- (8)

Now in the inner integral on the right of (8), let   t and dt d .

Then    
0

  
 

 
 

t
L f t G d =      

0 0

s
G F e d d

    
 

  
 
 

 

   
0 0

    
 

 
 

 
  

 

s sG e F e d d

   
0 0

    
 

 
 

   
    
   

s sF e d G e d

      L F t L G t

    f s g s

So          * *
L F t G t L G t F t

    f s g s ----------------- (9)

Note : The advantage of this theorem is seen to be appropriate while finding the inverse Laplace
transform of a product of functions of s for which the inverse Laplace transforms of individual
factors are known. This can be seen in forth coming examples.

14.4 Partial Fraction Methods :

For a given function of s , wherever it is possible, one can use the usual methods of putting
that function into partial fractions so that the inverse Laplace transforms can be found using the
formulae or the table of Laplace transforms.

However, the following Heaveside expansion theorems are of great utility in this connection.
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Theorem - 2 : If    
 

1  
  

 

p s
F t L

q s where  p s and  q s are polynomials and the degree of

 q s is greater than the degree of  p s , then the term in  F t corresponding to an unrepeated

linear factor  s a of  q s is

 
 

atp a
e

q a or equally well
 
 

atp a
e

h a ------------ (10)

where  h s is the product of all the factors of  q s except  s a .

Proof : From the familiar partial fraction decomposition of
 
 

p s

q s , we can write

 
 

  


p s A
s

q s s a ------------ (11)

Since  s a is an unrepeated factor of  q s ,   s remains finite as s approaches a.

Multiplying (11) by  s a and taking the limit as s a , we get

   
 

 
   

   
/


  


     s a s a s a

s a p s p s
Lt Lt Lt A s a s

q s q s s a

or
 

   
0

/
 

s a

p s
Lt A

q s s a -------- (12)

The limit of the numerator in (12) is obviously  p a . The denominator is an indeterminate

quantity at s a and hence applying L Hospital's rule.

We get
   

 
1


 

s a

q s q a
Lt q a

s a
or  h a if  s a factor is cancelled in

 


q s

s a

So
 
 




p a
A

q a or
 
 

p a

h a
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So, while taking the inverse Laplace transform of (11), it is clear that the fraction term 

A

s a

gives rise to the term
 
 

 
 

 


at at atp a p a
Ae e e

q a h a as asserted.

Theorem - 3 : If  
 
 

1  
  

  

p s
F t L

q s , where  p s and  q s are polynomials and the degree of

 q s is greater than the degree of  p s , then the terms in  F t corresponding to a repeated

linear factor  2s a in  q s are

         
 

1 2 2 1

. ....... .
1 2 1 1 2 1

    
    

    
 

r r r r
ath a h a h at t t

h a e
r r r r --------- (13)

where  h s is the quotient of  p s and all the factors of  q s except  
r

s a .

Proof : From the theory of partial fraction, a repeated linear factor  
r

s a of  q s gives rise to the

component fractions.

     

11 2
2 1

......



   

   

r r
r r

AA A A

s a s a s a s a

Let   s be equal to the sum of the fractions corresponding to all the other factors of  q s .

Then, we have

 
 

 

       
 11 2

2 1
...... 




      

   

r r
r r r

Ap s h s A A A
s

q s s as a s a s a s a

or            1 2
1 2 1......

r r r
r rh s A s a A s a A s a A s a s

 
        

   rh a A
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Again,

               2 3 1
1 2 11 2 ..... .

r r r r
rh s A r s a A r s a A s a s r s a s 

  
            

setting s a , we get

  1  rh a A

Continuing in this fashion, we obtain

  22   rh a A

  33   rh a A

- - - - - - - - - - - -

- - - - - - - - - - - -

   1
11


 

r
h a r A

or

   
 

k

r k
h a

A
k

0,1,..... 1 k r

The terms in the expansion of
 
 

p s

q s , which correspond to the factor  rs a one, therefore.

       

 

 

 
 

 

1 2

2 1

1 1 1 1
. ......

1 2 1

 




   

     

r r

r r

h a h a h a
h a

r s a r s a s a s a

Recalling that
 

1
1 1

1



  

 
  

n
at

n

t
L e

ns a
it is evident that the terms in  F t , which arise

from these fractions are

         
 

1 2 2 11
........ .

1 2 1 1 2 1

    
    

     
 

r r r r
ath a h a h at t t

h a e
r s a r r r

as asserted in the Theorem.
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Theorem - 4 : If  
 
 

1  
  

  

p s
F t L

q s , where  p s and  q s are polynomials and the degree of

 q s is greater than the degree of  p s , then the terms in  F t which correspond to an unrepeated,

irreducible quadratic factor  2 2 s a b of  q s are

 cos sin



at

i r
e

h bt h bt
b

----------- (14)

Where rh and ih are respectively, the real and imaginary parts of   h a ib and  h s is

the quotient of  p s and all the factors of  q s except the factor  2 2 s a b .

Proof : An unrepeated, irreducible quadratic factor  2 2 s a b of  q s gives rise to a single

fraction of the form  2 2



 

As B

s a b
in the partial fraction of expansion of

 
 

p s

q s . If  s denotes the

fractions corresponding to all the other factors of  q s , we can write

 
 

 

   
 

2 22 2



  

   

p s h s As B
s

q s s a b s a b

or      2 2      
  

h s As B s a b s

substituting  s a ib which makes  2 2 s a b vanish, simplifies the above identity as

        h a ib a ib A B

or        r ih i h aA B ibA

   rh aA B and ih bA

or  ih
A

b
;


 r ibh ah

B
b
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Thus the partial fraction corresponding to the quadratic factor  2 2 s a b is

 

 

 2 22 2

1  


   

i r ih s b h a hAs B

bs a b s a b

 

   2 22 2

1  
  
     

i rs a h b h

b s a b s a b

The inverse of this expression is evidently

 
1

cos sin  at
i rh bt h bt e

b

Note : There is another theorem on repeated quadratic factors. But, due to its complexity and limited
usefulness, it is not dealt with. When the need arises to deal with repeated quadratic factors, convolution
theorem can be applied.

14.5 Examples :

1. Using Laplace transform techniques. prove  , 


m n
m n

m n

Solution : Let     11

0


 
t nmG t x t x dx

which gives beta function at t = 1

Now       1 1  m nL G t L t L t applying convolution Theorem


 

m n m n

m n m n

s s s

or  
1

1
 




 


m n

m n

m n t
G t L m n

m ns

since
1

1

1



 n

n

n
L t

s
(Equation (22) of lesson 13)
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  11 1

0

  
  



t nm m nm n
x t x dx t

m n

Putting 1t , we get

   
1 11

0

, 1


  


nm m n
m n x x dx

m n

2. Solve the differential equation      2 tY t Y t Y t t e    for which    0 1, 0 2Y Y  

Solution : Taking the Laplace transforms on both sides of the differential equation, we get

           
 

2
2

1
0 0 2 0

1
s y s sY Y sy s Y y s

s
           

using the given intital conditions,

     
 

2
2

1
2 2 2

1
s y s s sy s y s

s
     



   
 

2

2

1
1

1
  


s y s s

s

or
 

   4 2

1

1 1
 

 

s
y s

s s

     4 2

1 1 1

11 1
  

 ss s   1 1  s s

Taking inverse Laplace transforms, we get

 
   4 2

1 1 1

11 1
Y t L L L

ss s

       
       

        

3

3

t
t tt e

e t e


    using first shifting property..
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3. What is  F t if    1
ln

1

s
L F t

s




 .

Solution : Given that      ln 1 ln 1f s s s   

  1 1

1 1

df s

ds s s
  

 

=   L t F t (from (14) of lesson 13)

or   1 11 1

1 1
t F t L L

s s
   

 

t te e 

   1 2
sint tF t e e ht

t t
   

4. Find  F t if  
 

2
2 1

s
f s

s





Solution : From equation (16) of lesson 13, we have seen that  
 1

s

F t
L f u du

t




 

Now  
22 1s

u du

u







=
2 2

1

v

2vs

d



 Put 2 1 v; 2 vu u du d  

 2 2
1

1 1 1

2 v 2 1s s





 

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 
 1

2

1

2 1

F t
L

ts

 


 1 1 1 1 1

2 2 1 1

F t
L

s s t
  

  
  

or    
4

t tt
F t e e  sin

2

t
ht

5. If  
   2 22 2 10

s
f s

s s s


  
what is  F t ?

Solution : We know the Heaveside expansion theorem as one for a repeated linear factor and
another for a unrepeated quadratic factor as follows.

i) If  
 
 

 

 2
p s h s

f s
q s s a

 


where  2s a is a repeated linear factor, then the terms in

 F t corresponding to a linear factor are

   
1 1

ath a h a
t e

 
 

 
--------- (13)

ii) If  
 
 

 

 2 2

p s h s
f s

q s s a b
 

 
where  2 2s a b  is an unrepeated quadratic factor,,

then the terms in  F t corresponding to that factor are

 cos sin
at

i r
e

h bt h bt
b



 -------- (14)

where rh and ih respectively the real and imaginary parts of  h a ib 

In the present problem, in case (i)   2 2 10.

s
h s

s s


  Then the terms in  F t corresponding

to the repeated linear factor  
2

2s  are
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 
 

2

1
ath

h a t e
 

 
 

Now  
   

   

2 2

2 2
2 2

2 10 1 2 2 10

2 10 2 10

s s s s s
h s

s s s s

     
  

   

   
6 2

2 ; 2
100 10

h h     

 (13) becomes
21 3

5 50
tt e

 
  
 

Similarly in case (ii)

 
 2

; 1, 3
2

s
h s a b

s
  



 
   2 2

1 3 1 3

1 3 2 3 1

i i
h a ib

i i

   
    

   

  
 

1 3 3 41 3 13 9

6 8 2 9 16 50

i ii i

i

     
  

   

13 9
,

50 50
r ih h   

So (14) becomes

9 13
cos3 sin 3

3 50 50

te
t t


 
  
 

 
   23 10 9cos3 13sin 3

50 150

t
tt e t t

F t e


  
 

Note : One can throw the given function  f s into partial fractions by direct method and get the

inverse Laplace transform.
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6. The electric current  I t and the charge  Q t on the capacitor in a LCR circuit satisfy the

conditions

0
dI Q

L RI E
dt C

  

 
0

t
Q I d 

 0 00 0;Q I E   constant

(a) Derive the formula

0
1

1

sinbtE
I e t

L





where
2

R
b

L
 and

2
2
1 2

1
0

4

R

Lc L
   

(b) If

2
2

2

1
0

4

R
k

LcL
   , show that

0 sinbtE
I e h kt

kL


Solution : The given differential equation is

   
 

0

Q t
L I t RI t E

c
   

whre      *
0

1
t

Q t I d I t  

Taking Laplace transforms on both sides, we get the subsidiary equation as

     
  0i s E

L s i s I o R i s
cs s

     
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or   01 E
i s Ls R

cs s

 
   

 

  0 0
2 2

1

11
2

CE CE
i s

RLCLc s Rcs s s
LC

  
   

0
2 2

2

1

1

2 4

E

L R R
s

L Lc L


  

         

2

2
0

2 2 2

2 2

1

14 .
1 1

2 4 4

R

E Lc L
L R R R

s
L Lc LcL L




  

          

-------- (i)

 
2

0 2
22

2

1
sin

41

4

R
t

L
E R

I t t e
Lc LR

L
Lc L

  
         if

2

2

1
0

4

R

Lc L
 

as asserted in part (a) of the question.

When

2

2

1
0,

4

R

LcL
  then (i) takes the form

 

2

2
0

2 2 2

2 2

1

14. .
1 1

2 4 4

R

E LcLi s
L R R R

s
L Lc LcL L




  

          
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 
2

0 2
22

2

1
. sinh

41

4

R
t

LE R
I t t e

LcLR
L

LcL

  
           

 
 

as required in (b) of the question

7. If  
 

2
2

1

4 13

f s

s s



 
, find  F t .

Solution : We can write

 
     2 2 22 22 2

1 1 1
.

2 3 2 32 3

f s
s ss

 
       

By first shifting property, we can write

   
 

1 2 1
2

2 2

1

3

tL f s F t e L

s

   



 
2 1

2 2 2 2

1 1

3 3

te L
s s

 
           

2 1 * 1
2 2 2 2

1 1

3 3

te L L
s s

  
    

              
by convolution theorem.

2
*sin 3 sin3

9

te
t t


 
 

 
2

0

sin 3 sin 3
9

t te
t d  



 

 2

0

sin 6 3 cos3

9 2

t t t te
d







 


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 2

0

sin 6 3
cos3

18 6

tt te
t










 
  

 

2 sin 3
cos3

18 3

te t
t t


 

  
 

8. Solve the problem

     2 5 0Y t Y t Y t    

     0 0, 0 1, 1
8

Y Y Y   

Solution : Taking Laplace transforms on both sides of the differential equation, we get

     2 22 2 5 0s y s s k s y s s y s      where  0Y k 

or  
 

 
   

2 22 2 2

2 1 1 1
2

2 5 1 2 1 2

k s
y s k

ss s s s s

 
   

     

   
   

1 1
2 22 2

1 1 1
2

1 2 1 2
Y t k L L

s s s

    
   

But
 

1 1
2 2 22

1 2
sin 2

2 221 2

t te e
L L t

ss

 
  

 

    *2 1 sin 2 sin 2
2 2

t te e
Y t k t t

 
    

  

 

0

2
sin 2 sin 2

2 2

ttk e
e d t  







  by Convolution Theorem

But
2

m
0 0

sin 2 I
t t

ie d e e d     
 
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  01 2

m

0

I
1 2

t
i

e

i

  
 
   

 1 2
m

1 1 2
I 1 Im cos 2 sin 2 1

1 2 5

i t t ti
e e t e i t

i

           
     

   m

1 2
I . cos 2 1 sin 2

5
t ti

e t i e t       

 2
sin2 cos2 1

5 5

t
te

t e t


  

So,  
 22 2 2 2

sin 2 cos 2 sin 2
2 5 5 2 5 2 2

t t
tkk e k e

Y t t e t t
 

   

=
2 3 2

sin 2 cos 2
5 10 5

tk k k
e t t

   
  

 

since   1,
8

Y   it follows that

 
82

1 3 2 4
5 10 2

k e
k k




    

or  
87

7 0
5 10 2

k e
k




   or 7k 

Hence the solution is

   1 sin 2 cos 2tY t e t t   .

Note : One can also proceed with the problem by putting into partial fractions by direct method.

9. Find the general solution of the differential equation      2Y t k Y t F t   in terms of the

constatnt k and  F t .
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Solution : By taking the Laplace transforms on both sides, we get

         2 20 0s y s sY Y k y s f s   

where  0Y and  0Y  are arbitrary constants.

so      
 

2 2 2 2 2 2

01
0

Yk s k
y s f s Y

k ks k s k s k


  

  

     
 * 01

sin 0 cos sin
Y

Y t kt F t Y kt kt
k k


   

    1 2
0

1
sin cos sin

t
Y t k F t d C kt C kt

k
      

whre 1C and 2C are arbitrary constants is the general solution :

10. Solve the integral equation      
0

sin
t

Y t at Y t d    

Solution : We can write the equation as     * sinY t at Y t t 

Then, by taking Laplace transforms on both sides, we get

 
 

2 2 1

y sa
y s

s s
 



or  
2

2 2 2 4

1 1 1a s
y s a

s s s s

  
   

 

  31

6
Y t a t t

 
   

 

which is the solution of the given integral equation.
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14.6 Summary of the Lesson :

In every application of Laplace transforms, both Laplace transforms and their inverses will
be used. So this lesson is continuous to the previous lesson. Convolution theorem is the highlight
of this lesson. Three Heaveside expansion theorems are given. These will be helpful when the

direct method of putting the given  f s into partial fractions involves complexities. Different types

of problems have been worked.

14.7 Key Terminology :

Lerch theorem - Convolution - Heavside expansion - integral equation.

14.8 Self-assessment Questions :

1. Find the inverse Laplace transforms of

(i)
11 1

tan
s s


(ii)   2

2

1 4

s

s s



  (iii)    2 2 2 2

s

s a s b 

2. Solve the differential equation

     4
cosY t Y t t  given that      0 0 0Y Y Y   and  0Y k 

3. Solve the integral equation

      2

0

2 cos 9
t

tF t F x t x dx e  

4. Obtain the solution of

      24 4 4 tX t X t X t e    so that    0 1, 0 4X X  

5. Find the solution of

     2Y t k Y t F t   interms of k and  F t where    0 0 0Y Y   , 0k  .

14.9 Reference Books :

1. C.R. Wylie Jr. : 'Advanced Engineering Mathematics' - Mc-GrawHill

2. R.V. Churchill : 'Operational Mathematics' Mc-Graw Hill, 1958

3. B.S. Rajput : 'Mathematical Physics' Pragati Prakashan 1999.
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Unit - IV

Lesson - 15

FOURIER SERIES

Objective of the lesson :

* To define Fourier Series for a function having a period of 2

* To derive Fourier series for even and odd functions and for functions of arbitrary period.

* To explain and treat half-range Fourier expansions.

* To bring out alternative forms of Fourier Series.

* To derive Fourier Integral as a limit of the Fourier Series.

* To define generalized Fourier Series.

Structure of the lesson :

15.1 Introduction

15.2 Periodic Functions

15.3 Definition of Fourier Series

15.4 Fourier Series for even and odd functions

15.5 Functions of arbitrary period

15.6 Half-range expansions

15.7 Alternative forms of Fourier Series

15.8 The Fourier integral

15.9 Orthogonal Functions and generalized Fourier Series

15.10 Summary

15.11 Key Terminology

15.12 Self Assessment Questions

15.13 Reference Books
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1.1 Introduction

Often, we come across the study of physical systems subjected to periodic disturbances.
In many cases, however, the forces such as torques, voltages or currents which act on a system,
although periodic are by no means so simple as pure sine and cosine waves. Any complicated

periodic function  f x of period 2 that appears in applications can be represented by a Fourier

trigonometric series and formulae for the coefficients fo such series can easily be derived such

that the series converges to  f x . Later, the results to functions of arbitrary period can be extended.

Since many practical problems do not involve periodic functions, it is desirable to generalize
the method of Fourier Series to include nonperiodic functions. Roughly speaking, if we start with a

periodic function  Tf x of period T and let T approach infinity, then the resulting function  f x is

no longer periodic or is of infinite period. Then  f x is represented by Fourier integral rather than

Fourier Series.

15.2 Periodic Functions :

A function  f x is said to be periodic if it is defined for all real x and if there is some

positive number T such that

   f x T f x  for all x ------------- (1)

The number T is then called a period of  f x .

The graph of such a function is obtained by periodic repetition of its graph in any interval of
length T.

From (1), it follows that, if n is any integer    f x nT f x  for all x .

so that any integral multiple  0nT n is also a period.

Familiar and simple examples are sine and cosine functions The series which will arise in
this connection will be of the form.

   0 1 2 1 2cos cos 2 ......... sin sin 2 ......a a x a x b x b x      ............. (2)

where 0 1 2 1 2, , ........, , ,.........a a a b b are real constants. Such a series is called a trigonometric series

and the na and nb are called the coefficients of the series. Each term of the seires(2) has the

period 2 . Hence if the series converges, its sum will be a function of period 2 .
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15.3 Definition of Fourier Series :

Let us suppose that  f x is a periodic function with period 2 which can be represented

by a trigonometric series

   0
1

cos sinn n
n

f x a a nx b nx



   ------------- (3)

Given such a function  f x , we determine the coefficients na and nb in (3).

We first determine 0a . Integrating on both sides of (3) from  to  , we have

   0
1

cos sinn n
n

f x dx a a nx b nx dx
 

 



 

 
 

    

If term by term integration is allowed, we obtain

  0
1

cos sinn n
n

f x dx a dx a nx dx b nx dx
   

   



   

   
     

The first term on the right equals to 02 a , while all the other integrals are zero. Hence out first

result is

 0

1

2
a f x dx



 


Which is nothing but the area under the curve of  f x from  to  , divided by 2 .

Secondly, we determine 1 2, ,........ na a a by a similar procedure. We multiply (3) by cos mx

where m is any fixed positive integer and then integrate from  to  , finding

   0
1

cos cos sin cosn n
n

f x mx dx a a nx b nx mx dx
 

 



 

 
 

    
---------- (5)

Term by term integration of equation (5) gives

  0
1 1

cos cos cos cos cos sinn n
n n

f x mx dx a nx dx a mx nx dx b mx nx dx
   

   

 

    

      

On the RHS, the first integral is zero and so is the last integral as the integrand is an odd
function. In the second term,
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   
1 1

cos cos cos cos
2 2

nx mx dx n m x dx n m x dx
  

    
     

= 0 + 0 for n m

= 0 +
2

2


for n m

(5) becomes  
1

cosma f x mx dx


 
 ------------------ (6)

m = 1, 2, ......

Lastly, we determine 1 2, ,......b b in equation (3). If we multip;y (3) by sin mx where m is any

fixed positive integer and then integrate from  to  , we have,

   0
1

sin cos sin sinn n
n

f x mx dx a a nx b nx mx dx
 

 



 

 
 

    

0
1 1

sin cos sin sin sinn n
n n

a mx dx a nx mx dx b nx mx dx
  

  

 

   

      -------(7)

On the RHS of (7), the first integral is zero and the next integral vanishes as the integrand is odd.

In the third term,    
1 1

sin sin cos cos
2 2

nx mx dx n m x dx n m x dx
  

    
     

= 0 - 0 when n m

=
1

2
2

 - 0 when n m

 (7) gives us

 
1

sinmb f x mx dx


 
 1, 2......m (8)

Writing n in place of m in (6) and (8),

we have altogether the Euler Formulae

 

 

 

0

1
( )

2
1

( ) cos (9)
1

( ) sin

1,2.....

n

n

a a f x dx

b a f x nx dx

c b f x nx dx

n






























 


       


 
 



CENTRE FOR DISTANCE EDUCATIONACHARYANAGARJUNAUNIVERSITY 5

The series (3) is then called Fourier seires corresponding to  f x and its coefficients

obtained from (9) are called Fourier Coefficients of  f x .

Note : Because of the Periodicity of the integrands, the interval of integration is (9) may be replaced

by any other interval of length 2 .

With some mathematical rigour, as laid down by Dirichlet's conditions the definition of Fourier
series can be stated as follows :

' If a periodic function  f x with period 2 is piecewise continuous in the interval x   

and has a left and right hand derivative at each point of the interval, there the corresponding Fourier

Series (3) with coefficients given by (9) is convergent. Its sum is  f x , except at a point 0x at

which  f x is discontinuous and the sum of the series is the average of the left and right handed

limits of  f x at 0x .

Thus, if the Fourier series corresponding to a function  f x converges to  f x , the series

will be called the Fourier series of  f x . Then we say that  f x is represented by Fourier series.

Example (1) :

Find the Fourier series of the periodic function  f x given by

      0 2
0

k xf x and f x f x
k x

 


     
 

(Functions of this type may occur as external forces acting on mechanical systems, electromotive
forces in electric circuits, etc.,)

Solution :

Let the Fourier series be

   0
1

cos sinn n
n

f x a a nx b nx



   ----------- (3)

where

 

 

 

0

1

2
1

cos (9)

1
sin

n

n

a f x dx

a f x nx dx

b f x nx dx






























 


     




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Then  
0

0
0

1 1

2 2
a f x dx k dx k dx

 

   
  

      

 
1

0
2

k k 


   

or the area under the curve of  f x between  and  as can be seen in Fig. 1(a)

is zero and thereby 0 0a  .

2

k

 f x

k

0

(a) The given function f(x)

k

k

1S

k

k

1S
2S

4
sin 3

3

k
x



k

k

4
sin 5

5

k
x



2S
3S

(b) The first three partial sums of the corresponding Fourier series

Fig. 1 of Example 1

x
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Again  
1

cosna f x nx dx


 


   
0

0

1
cos cosk nx dx k nx dx



 
 

     

0

0

sin sink nx nx

n n



 

     
           

 0 0 0
k


  

Similarly  
1

sinnb f x nx dx


 


 
0

0

1
sin sink nx dx k nx dx



 
 

     

 
0 0

sin sin
k

nx dx nx dx
 


 

      

0 0

2 2 cos
sin .

k k nx
nx dx

n




 



 

   
2 2

cos 1 1 1
nk k

n
n n


 

     
 

(i.e.) 1 2 3 4

4 4
; 0; , 0,..........

3

k k
b b b b

 
   

(i.e.) All b 's with even suffixes are zero.

So the Fourier series(3) for the given function is

 
4 1 1

sin sin 3 sin 5 ......
3 5

k
f x x x x



 
    

 
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Note : The partial sums are

1

4
sin

k
S x


 first term only

2

4 1
sin sin 3

3

k
S x x



 
   

 
Sum to first two terms

3

4 1 1
sin sin 3 sin 5

3 5

k
S x x x



 
    

 
Sum to first three terms.

These partial sums are celarly depicted in the graph as shown in Fig. 1b for a better understanding of

the convergence of the series. We notice that at 0x and  , the points of discontinuity of  f x (Fig

1a), all partial sums have the value zero (Fig. 1b) as it is the arithmetic mean of the values of  f o

and  f o for x = 0 and  f   and  f   for x  respectively. Furthermore, at
2

x


 , the sum

of the series is given by

4 1 1
1 .........

2 3 5

k
f k





   
      

   

or
1 1

1 .........
4 3 5

  
    
 

Example - 2

What is the Fourier expansion of the periodic function whose definition in one period is

 
0 0

sin 0

x
f x

x x





   
 

  

Hence show that

2 1 1 1 1
........

4 1.3 3.5 5.7 7.9

 
    

Solution : Let the Fourier Series be as in equation (3) with the coefficients given by equation (9)

Then  0

1

2
a f x dx



 

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0

0

1
0 sin

2
dx x dx



 
 

    

 
0

1 2 1
cos

2 2
x



  
   

 
1

cosna f x nx dx


 


0

0

1
0 cos sin cosnx dx x nx dx



 
 

    

 
 

 

0

cos 1 cos 11 1

2 1 1

n x n x

n n





    
    

     

   cos cos1 1 1

2 1 1 1 1

n n

n n n n

   



    
      

     

2

1 cos cos 2

2 1 1 1

n n

n n n

 



  
   

   

 
2

cos 1

1

n

n








 for 1n

2

1
0

0

1 sin
sin cos 0

2

x
a x x dx




 
  

 
1

sinnb f x nx dx


 


0

0

1 1
0. sin sin sinnx dx x nx dx



 
  

   

0

sin 1 sin 11 1
0

2 1 1

n x n x

n n





   
    

    
for 1n .

2
1

0 0

1 1 sin 2 1
sin

2 4 2

x x
b x dx




 


 
     
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 The required Fourier series is

 
1 sin 2 cos 2 cos 4 cos 6

.....
2 3 15 35

x x x x
f x

 

 
      

 

If we put
2

x


 , then

1 1 2 1 1 1 1
1 .......

2 2 3 15 35 63
f



 

   
           

   

or
2 1 1 1 1

......
4 1.3 3.5 5.7 7.9

 
    

15.4 Fourier Series for even and odd functions :

We know that a function  y g x is said to be even if    g x g x  for all x. The graph of

such a function is symmetric with respect to the y -axis.

A function  h x is said to be odd if    h x h x  for all x

The function cos nx is even, while sin nx is odd function of x .

If  g x is an even function, then

   
0

2
a a

a

g x dx g x dx

  ( g even) ------------- (10)

If  h x is an odd function, then

  0
a

a

h x dx

  ( h odd) -------------- (11)

It is obvious that the product q gh of an even function g and an odd function h is odd.

Then the Fourier series of an even periodic function  f x having period 2 is a Fourier

Cosine Series.

  0
1

cosn
n

f x a a nx



  ( f even) -------------- (12)
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with coefficients

   0
0 0

1 2
, cos 1,2.....na f x dx a f x nxdx n

 

 
    ------- (13)

The Fourier series of an odd periodic function  f x having period 2 is a Fourier Sine

Series.

 
1

sinn
n

f x b nx



 ( f odd) ------------- (14)

with coefficients

 
0

2
sinnb f x nx dx




 ----------------- (15)

Example (3) :

Show that        2 , 2f x x x f x f x        has the Fourier Series

 
2 1 1

4 cos cos 2 cos3 ........
3 4 9

f x x x x
  

     
 

Hence show that

2

2
1

1 1 1 1
1 ......

6 4 9 16 n n




     

Solution : Since the given function is an even function, the Fourier series consists of only cosine
series.

(i.e.,)   0
1

cosn
n

f x a a nx



  ( f even) ---------- (12)

with    0
0 0

1 2
, cos 1, 2,3,....na f x dx a f x nx dx n

 

 
    ----------- (13)

Now

3 3 2
2

0
0

0

1 1

3 3 3

x
a x dx


  

  


 
    

 

2 2

0 00

2 2 sin sin
cos .2n

nx nx
a x nx dx x x dx

n n


 

 
 

   
       
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00

4 cos 1
. cos .1.

nx
x nx dx

n n n







    
      

   2 2

4 4
1 0 1

n n

n n



    

 The Fourier series is

 
2

2 2 2

4 4 4
cos cos 2 cos3 ......

3 1 2 3
f x x x x


    

2 1 1
4 cos cos 2 cos3 .........

3 4 9
x x x

  
     

 

Putting x  , then the above series becomes

 
2

2 1 1
4 cos cos 2 cos3 ...........

3 4 9
f


    

 
      

 

or

2

2
1

1 1 1 1
1 .....

6 4 9 16 n n




     

15.5 Function of Arbitrary Period :

Suppose that  f t has an arbitrary period T. Let us introduce a new variable x such that

 f t , as a function of x , has period 2 .

Put
2

T
t x


 so that

2
x t

T


 ------------ (14)

Then x  corresponds to
2

T
t  , which means that f , as a function of x , has period 2 .

Therefore Fourier Series of the form

   0
1

cos sin
2

n n
n

T
f t f x a a nx b nx








 
    

 
----------- (15)

can be obtained.
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The Coefficients can be derived from (9) in the form

0

1

2 2

T
a f x dx



 


 
  

 

1
cos

2
n

T
a f x nx dx



 


 
  

 

1
sin

2
n

T
b f x nx dx



 


 
  

 

We could use these formulas directly, but the change to t simplifies calculation. Since

2
x t

T


 , we have

2
dx dt

T


 ,

and the interval of integration corresponds to the interval

2 2

T T
t   .

Consequently, we obtain the Euler formulas

(a)  
/ 2

0
/ 2

1 T

T

a f t dt
T 



(b)  
/ 2

/ 2

2 2
cos

T

n
T

n t
a f t dt

T T




 --------- (16)

(c)  
/ 2

/ 2

2 2
sin

T

n
T

n t
b f t dt

T T




 1, 2,.......n

for the Fourier coefficients of  f t . The Fourier series (15) with x expressed in terms of t becomes

  0
1

2 2
cos sinn n

n

n n
f t a a t b t

T T

 



 

   
 

----------- (17)

The interval of integration in (16) may be replaced by any interval of length T, for example, by

the interval 0 t T  .
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We now obtain Fourier series of an even function  f t having period T as a Fourier

cosine series.

  0
1

2
cosn

n

n
f t a a t

T




  ( f even) ----------- (18)

with coefficients

   
/ 2 / 2

0
0 0

2 4 2
, cos , 1,2......

T T

n

n
a f t dt a f t t dt n

T T T


    ------ (19)

Similarly, the Fourier series of an odd function  f t having period T is a Fourier sine series.

 
1

2
sinn

n

n
f t b t

T




 ( f odd) -------------- (20)

with Coefficients

 
/ 2

0

4 2
sin

T

n

n
b f t t dt

T T


 --------------- (21)

Example - 4 : Find the Fourier Series of the function

 
0 when 2 1

when 1 1 4.
0 when 1 2

t
f t k t T

t

  
    

 

Solution :

 f t

k

t
0 11 22

Fig. 2  f t of the example 4.

Since f is even, 0nb  . From (19),
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 
2 1

0
0 0

1 1

2 2 2

k
a f t dt k dt   

 
2 1

0 0

2
cos cos sin

2 2 2
n

n n k n
a f t t dt k t dt

n

  


   

Thus 0na  when n is even,
2

n

k
a

n
 when 1,5,9,....,n and

2
n

k
a

n


 when 3,7,11,.....n

Hence

 
2 1 3 1 5

cos cos cos .......
2 2 3 2 5 2

k k
f t t t t

  



 
     

 

Example - 5 : (Half-wave rectifier). A sinusoidal voltage E sin t is passed through a half-wave

rectifier which clips the negative portion of the wave (Fig. 3). Develop the resulting periodic function

   20 / 2 0
sin 0 / 2,

when T tu t T
E t when t T


 

   
 

in a Fourier series.

Solution : Since 0u  when / 2 0T t   , we obtain from (16a)

/

0
0

sin
2

E
a E t dt

 


 
 

and from (16b) with x t and y n t ,

   
/ /

0 0

sin cos sin 1 sin 1
2

n

E
a E t n t dt n t n t dt

    
   

 
        

When 1n , the integral on the right is zero, and when 2,3,.....n

 
 

 
 

/

0

cos 1 cos 1

2 1 1
n

n t n tE
a

n n

 
 

  

  
   

   

   cos 1 1 cos 1 1

2 1 1

n nE

n n

 



      
  

  
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When n is odd, this is equal to zero, and for even n we obtain

  
2 2 2

2 1 1 1 1
n

E E
a

n n n n 

 
    

    
 2, 4,....n

/  / 

u t

0
Fig. 3. Half-wave rectifier

In a similar fashion we find from (16c) that 1 / 2b E and 0nb  for 2,3,....,n Consequently,,

 
2 1 1

sin cos 2 cos 4 .....
2 1.3 3.5

E E E
u t t t t  

 

 
     

 

15.6 Half-Range expansions :

Let  f t have period 2T l . If f is even, we obtain (18) and (19) the Fourier cosine series

  0
1

cosn
n

n
f t a a t

l




  ( f even) ------------- (22)

with coefficients

 0
0

1 l

a f t dt
l
  

0

2
cos

l

n

n
a f t t dt

l l


 1,2,....n ------------ (23)

Similarly, if f is odd, we obtain the Fourier sine series

 
1

sinn
n

n
f t b t

l




 ( f odd) ----------- (24)

with coefficients

 
0

2
sin .

l

n

n
b f t t dt

l l


 1,2,.....n ---------- (25)
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 f t

l

(a) The given function  f t

1f t

ll

(b)  f t continued as an even periodic function of period 2l .

2f t

l l

(c)  f t continued as an odd periodic function of period 2l .

Fig. 4 Periodic continuations or extensions.

Now (23), and (25) use only the values of  f t between 0t  and t l . Hence, for a

function  f t given only over this interval, we can form the series (22) and (24). If  f t satisfies

the conditions for a function to be represented by Fourier series, both series will represent the

given function in the interval 0 t l  . Outside this interval the series (22) will represent the even

periodic extension or continuation of f having period 2T l (Fig. 4b) and (24) will represent the

odd periodic continuation of f (Fig. 4c). The series (22) and (24) with coefficients given by (23)

and (25) are called half-range expansions of the given function  f t . They will have important

applications in connection with partial differential equations.
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Example - 6: Find the half-range expansions of the function

 
 

2
0

2
2

2

k l
t when t

lf t
k l

l t when t l
l


 


   


shown in Fig. 5

k

0 /2l l
t

Fig. 5 The given function in Example 6.

Solution : From (23),  
/ 2

0
0 / 2

1 2 2

2

l l

l

k k k
a t dt l t dt

l l l
 

 
    

 

 
/ 2

0 / 2

2 2 2
cos cos

l l

n
l

k n k n
a t t dt l t t dt

l l l l t

 
 

 
   

 

Now by integration by parts,

/ 2
/ 2 / 2

0 00

1
cos si n sin

l
l ln lt n n

t t dt t t dt
l n l n t

  

 
  

2 2

2 2
sin cos 1

2 2 2

l n l n

n n

 

 

 
   

 

l0l
(a) Even continuation
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l0l

(b) Odd continuation

Fig. 6. Periodic continuations of  f t in Example 6.

Similarly,

 
2 2

2 2
/ 2

cos sin cos cos
2 2 2

l

l

n l n l n
l t t dt n

l n n

  


 


 
     

 

By inserting these two results, we obtain

2 2

4
2cos cos 1

2
n

k n
a n

n






 
   

 

Thus,

2 6 102 2 2 2 2 2

16 16 16
, ,

2 6 10

k k k
a a a

  

  
   ......

and 0na  when 2,6,10,14,....n . Hence the first half-range expansion of  f t is

  2 2 2

16 1 2 1 6
cos cos .....

2 2 6

k k
f t t t

l l

 



 
    

 

This series represents the even periodic continuation of  f t shown in Fig. (6a)

Similarly, from (25),

2 2

8
sin

2
n

k n
b

n




 ----------- (26)

and the other half-range expansion is
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  2 2 2 2

8 1 1 3 1 5
sin sin sin .........

3 5

k
f t t t t

l l ll

  



 
    

 

This series represents the odd periodic continuation of  f t shown in Fig. (6b).

Example - 7 : Find the half-range expansion of the function   2 0 1f t t t t   

Solution : (i) The half-range cosine expansion is obtained by first extending 2t t from the given

interval (0, 1) to the interval (-1, 0) by reflection in the y -axis and then taking the function thus

defined from -1 to +1 as one period of a periodic function of period 2 2p . (Once we understand

the reasoning underlying the procedure we need give no thought to the extension but can write
immediately).

0nb 

 
1

2

0

2
cos

1 1
n

n t
a t t dt


 

1
2

2 2 2 3 3

0

cos 2 2
2 sin cos sin sin

n t t t t
n t n t n t n t

n nn n n


   

   

   
       

     

2 2 2 2

cos 1 2cos
2

n n

n n

 

 

 
  

 

 
2 2

2 1 cos
0

n
n

n






 

 
12 31

2
0

0
0

1 1

1 2 3 6

t t
a t t dt

 
     

 

Hence it is possible to represent   2f t t t  for 0 1t  by the series

  2

1 4 cos 2 cos 4 cos 6
.......

6 4 16 36

t t t
f t

  



 
     

 
------- (27)
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(ii). Similarly, the half-range sine expansion is obtained by first extending the given function

2t t to the interval (-1, 0) by reflection in the origin and then extending periodically the function thus

defined over (-1, 1).

0na  and  
1

2

0

2
sin

1 1
n

n t
b t t dt


 

1

2

2 2 2 2 3 3

0

sin cos sin 2cos cos
2 . .2

n t n t n t n t n t
t t t

n nn n n

    

   

    
        

    

   
3 3 3 3

2 cos 1 4 1 coscos cos
2

n nn n

n nn n

  

  

    
      

    

So it is also possible to represent  f t for 0 1t  by the series

  3

8 sin sin 3 sin 5
.......

1 27 125

t t t
f t

  



 
    

 
-------- (28)

(iii). (Series (27) and (28) are by no means the only Fourier series that will represent 2t t

on the interval (0, 1). They are merely the most convinent or most useful ones. In fact, with every

possible extension of 2t t from 0 to -1, there is associated a series yielding 2t t for 0 1t  .)

A third series might be obtained by letting the extension as simply the function defined by

2t t it self for 1 0t   . In this case

 
1

2

1

1
cos

1 1
n

n t
a t t dt




 

1

2

2 2 2 2 3 3

1

cos sin cos 2sin sin
. .2

n t n t n t n t n t
t t t

n nn n n

    

   


  
      
  

2 2

4cos
0

n
n

n




 

 
12 31

2
0

1
1

1 1 1

2.1 2 2 3 3

t t
a t t dt





 

      
 
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and  
1

2

1

1
sin

1 1
n

n t
b t t dt




 

1
2

2 2 2 2 3 3

1

sin cos sin 2cos cos
.2

n t n t n t n t t n t
t t

n n n n n

    

    


   
       
    

2cos n

n






Hence, for 0 1t  , it is also possible to write

  2

1 4 cos cos 2 cos3 2 sin sin 2 sin 3
....... ......

3 1 4 9 1 2 3

t t t t t t
f t

     

 

   
           

   
------ (29)

15.7 Alternative Forms of Fourier Series :

The original form of the Fourier series (17) of a function can be connected into several other
trigonometric forms and complex exponential forms.

Consider

  0
1

2 2
cos sinn n

n

n n
f t a a t b t

T T

 



 

   
 

---------- (17)

with coefficients

   

 

/ 2 / 2

0
/ 2 / 2

/ 2

/ 2

1 2 2
; cos

(16)
2 sin 2

T T

n
T T

T

n
T

n
a f t dt a f t t dt

T T T

n
b f t t dt

T T





 



 




  


      

 

(Now we apply to each pair of terms of the same frequecy the usual procedure for reducing
the sum of a sine and a cosine of the same angle to a single term).

Now (17) can be written as

  2 2
0 2 2 2 21

2 2
cos sinn n

n n
n

n n n n

a bn n
f t a a b t t

T Ta b a b

 




 
    
   
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0
1

2 2
cos cos sin sinn n n

n

n n
A A t t

T T

 
 






 
   

 

0
1

2
cosn n

n

n
A A t

T









 
   

 
-------- (30)

or, equally well

  0
1

2 sin 2
sin cos cosn n n

n

n n
f t A A t t

T T

 
 






 
   

 

0
1

2
sinn n

n

n
A A t

T









 
   

 
------- (31)

where

0 0A a

2 2
n n nA a b 

2 2
cos sin n

n n

n n

a

a b
  



2 2
sin cos n

n n

n n

b

a b
  



2
n n


  

Here nA is the resultant amplitude of the components of frequency
2n

T


, that is the amplitude

of the n th harmonic in (17). The phase angles n and n measure the lag or lead of the n th

harmonic with reference to a pure cosine or pure sine wave of the same frequency.

Equation (30) and (31) are the representations of the Fourier series in terms of phase
angles and resultant amplitudes.

Again the complex exponential form of the Fourier series is obtained by substituting the
exponential equivalents of the cosine and sine terms into the series (17).
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We know that

2
cos cos

2

n ni t i t

n

n e e
t t

T

 



 

and
2

sin sin
2

n ni t i t

n

n e e
t t

T

 



 

where
2

n

n

T


 

2 2
cos sinn n

n n
a t b t

T T

 
 

cos sinn n n na t b t  

2 2

n n n ni t i t i t i t

n n

e e e e
a b

i

     
 

2 2
n ni t i tn n n na ib a ib

e e  
  ----------- (33)

If we define

0 0 ; ;
2 2

n n n n
n n

a ib a ib
c a c c

 
  

then, in view of (33), equation (17) can be written in a more symmetric form

  ni t
n

n
f t c e 




where

   
/ 2

/ 2

1 2
cos sin

2 2

T
n n

n n n
T

a i b
c f t t i t dt

T
 




  
   

 

 
/ 2

/ 2

1
n

T
i t

T

f t e dt
T






or

 

 

2

2/ 2

/ 2

1

n
i t

T
n

n

nT i t
T

n
T

f t c e

where

c f t e dt
T


















 





 


-------- (34)

which is the required complex, exponential representation of the Fourier series.
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15.8 The Fourier Integral :

Many practical problems do not involve periodic functions. Then it is desirable to generalize
the method of Fourier series to include nonperiodic functions.

for example,

Consider the function

 
0 / 2 1

1 1 1

0 1 / 2
T

when T x

f x when x

when x T

   


   
  

having period 2T  . For T  we obtain the function

   
1 1 1

lim
0

T
T

when x
f x f x

otherwise

  
  



as we can see in Fig. 7.

2 20

   4Tf x T 

T

4 40

   8Tf x T 

T

1 10

   lim T
T

f x f x




Fig. 7

By way of another example,

let   x
Tf x e


 when / 2 / 2T x T   and    T Tf x T f x  .

as given in fig. 8.
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0

f x

/ 2T

 Tf x

0/2T

Fig. 8

Then    lim
x

T
T

f x f x e



  .

These two functions as clearly depicted in Figs. 7 and 8 give us better understanding of the
non-periodic behaviour of the functions in the limit.

This concept of the non-periodicity of the functions will lead to the integral representations
of the Fourier series in the following way.

Now let us start from a periodic function  Tf x that has period T and can be represented

by a Fourier series :

  0
1

2 2
cos sinT n n

n

n n
f x a a x b x

T T

 



 

   
 

.

If we use the short notation

2
n

n
w

T




and insert na and nb according to the Euler formulas (16), denoting the variable of integration

by v , we obtain

   
/ 2

/ 2

1
v v

T

T T
T

f x f d
T 



+    
/ 2 / 2

1 / 2 / 2

2
cos v cos v sin v sin v v

T T

n T n n T n
n T T

x f w dv w x f d
T

 


  

  
 

  

Now,
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 
1

2 1 2 2
n n

n n
w w

T T T

  



   

and we set

1

2
n nw w w

T


   

Then
2

,
w

T 


 and we may write that Fourier series in the form

   
/ 2

/ 2

1
v v

T

T T
T

f x f d
T 



       
/ 2 / 2

1 / 2 / 2

1
cos v cos v v sin v sin v v

T T

n T n n T n
n T T

w x w f w d w x w f w d




  

  
 

     
---- (35)

This representation is valid for any fixed T , arbitrarily large, but finite.

We now let T approach infiinity and assume that the resulting nonperiodic function

   lim T
T

f x f x




is absolutely integrable on the x - axis, that is, the integral

 f x dx



 ----------- (36)

exists. Then
1

0
T
 and the value of the first term on the right side of (35) approaches zero.

Furhtermore,
2

0w
T


   and it seems plausible that the infinite series in (36) becomes an

integral from 0 to  , which represents  f x , namely,,

     
0

1
cos v cos v v sin v sin v vf x wx f w d wx f w d dw



  

 
  
 

  
 

----- (37)

If we introduce the short notations

       v cos v v, v sin v vA W f w d B w f w d
 

 
   ------ (38)
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this may be written in the form

     
0

1
cos sinf x A w wx B w wx dw





     --------- (39)

which is a representation of  f x by a so-called Fourier integral. This approach merely

suggests the representation (39) but by no means establishes it. Sufficient conditions for the validity
of (39) are as follows.

" If  f x is pieceiwise continuous in every finite interval and has a right-and left-hand

derivative at every point and the integral (36) exists, then  f x can be represented by a Fourier

integral. At a point where  f x is discontinuous the value of the Fourier integral equals the average

of the left - and right - hand limits of  f x at that point."

If  f x is an even function then   0B   in (38) and

   
0

2 v cos v vA w f d


 --------- (40)

 (39) reduces to the simpler form

   
0

1
cos ( )f x A x dx f even 





 --------- (41)

If  f x is odd, then   0A   and

     
0

2 v sin v vB f d 


 --------- (42)

and (39) becomes

   
0

1
sin ( )f x B x d f odd  





 -------- (43)

If complex form of Fourier integral is required, write the compact form of (37) as

     
0

1
v cos v vf x f x d d 



 


 
 

    
 
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 
   v v

0

1
v v

2

i x i x
e e

f d d
 




   


 
  

  
  

 
 

 
 v v

0 0

1 1
v v v . v

2 2

i x i x
e e

f d d f d d
 

 
 

     

 
   
      

    
      

  v1
v . v

2
i x ie f e d d  



 


 
 

 
  

 

(after changing  to  in the second term)

or

   

    v

(44)
1

v v
2

i x

i

f x g e d

where

g w f e d





 

















 





 



which is called

'complex form of Fourier integral'

or

'Fourier integral pair'

or

'Fourier transform pair'

Example - 9 : Find the Fourier integral representation of the function (Fig. 9)

 
1 1

0 1

when x
f x

when x

 



(single pulse)

Solution : From (38) we obtain

   
1

1

1 1

sin v 2sin
v cos v v cos v v

w w
A w f w d w d

w w



  

     .



FOURIER SERIES30M.Sc. PHYSICS

 
1

1

sin v v 0,B w w d

 

and (39) becomes

 
0

2 cos sinwx w
f x dw

w



 ----------- (45)

1 10

f x

Fig. 9

The average of the left- and right-hand limits of  f x at 1x is equal to
 1 0

2


, that is

1

2
.

Hence, from (45), we obtain the desired answer.

0

0 1,
2

cos sin
1

4

0 1

when x

wx w
dw when x

w

when x








 




 






we mention that this integral is called Dirichlet's discontinuous factor. Let us consider the

case 0x , which is of particular interest. When 0x , then

0

sin

2

w
dw

w



  ------ (46)

we see that this integral is the limit of the so-called sine integral

 
0

sinz w
Si z dw

w
 ----- (47)

as z (z real)
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Example - (9) : Find the Fourier integral of

  kxf x e when 0x and    f x f x   0k 

Solution : (cf. Fig. 8 where 1k  ). Since f is even, we have from (40)

  v

0

2 cos vkA w e w dv





Now, by integration by parts,

v v

2 2
cos v v sin v cos v .k kk w

e w d e w w
kk w

 


 
    

  

when v 0 , the expression on the right equals   2

k

k w


 ; when v approaches infinity, it

approaches zero because of the exponential factor. Thus

  2 2

2k
A w

k w


 [ or one can get this as  cos vL  .]

and by substituting this in (41) we obtain the representation

  2 2
0

2 coskx k wx
f x e dw

k w




 
  0, 0x k 

or 2 2
0

cos

2
kxwx

dw e
kk w




 
  0, 0x k  ------ (48)

Similarly, from the Fourier integral (43) of the odd function

  kxf x e when 0x and    f x f x   0k  .

we obtain the result

2 2
0

sin

2
kxw wx

dw e
k w




 
  0, 0x k  ----------- (49)

The equation (48) and (49) are the so called Laplace integrals.
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15.9 Orthogonal Functions and generalized Fourier Series :

Let  mg x and  ng x be two real functions which are defined on an interval a x b 

and are such that the integral of the product    ,m ng x g x over that interval exists. We shall

denote this integral by  ,m ng g and it is called as scalar or inner product of two functions ,m ng g .

Thus

     ,
b

m n m n
a

g g g x g x dx ------- (50)

The functions are said to be orthogonal on the interval a x b  if the integral (49) is

zero, that is,

     ,
b

m n m n
a

g g g x g x dx = 0  m n -------- (51)

The non-negative square root of  ,m ng g is called the norm of  mg x and is generally

denoted by mg ; thus

   2,
b

m m n m
a

g g g g x dx  ------- (52)

Clearly, an orthogonal set 1 2, ,......g g on an interval a x b  whose functions have norm

1 satisfies the relations.

     
0 1,2,....,

,
1 1,2,....,

b

m n m n
a

when m n m
g g g x g x dx

when m n n


 
  

 
-------- (53)

such a set is called an orthonormal set of functions on the interval a x b  .

Obviously, from an orthogonal set we may obtain an orthonormal set by dividing each function
by its norm on the interval under consideration,

As an example, the functions   sin , 1, 2,....mg x mx m  form an orthogonal set on the

interval x    , because

 , sin sin 0m ng g mx nx dx



   m n -------- (54)
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The norm mg equals  , because

2 2sinmg mx dx






   1,2,....m

Hence the corresponding orthonormal set consists of the functions

sin sin 2 sin 3
, , ,............

x x x

  

Another familiar orthogonal set is Legendre functions over the interval  1, 1 .

Some important sets of real functions 1 2, ,.....g g occuring in applications are not orthogonal

but have the property that for some functions  p x ,

      0
b

m n
a

p x g x g x dx  when m n ---------- (55).

such a set is then said to be orthogonal with respect tot he weight function  p x on the

interval a x b  . The norm of mg is now defined as

   2
b

m m
a

g p x g x dx ---------- (56)

and if the norm of each function mg is 1, the set is said to be orthonormal on that interval

with respect to  p x .

If we set ,m mh p g then (55) becomes

    0
b

m n
a

h x h x dx   m n .

that is, the functions mh form an orthogonal set in the usual sense. Bessel, Laguerre,

Hermite etc... functions belong to such set of orthogonal functions with respect to weight functions
in an interval.

Looking at the derivation of the Euler formulas (9) for the Fourier coefficients, we see that

we used merely the fact that the set of functions sin x or cos x is orthogonal on an interval of length

2 . This simple observation suggests the attempt to represent given functions  f x in terms of
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any other orthogonal set    1 2, ,....g x g x in the form

       1 1 2 2
1

....n n
n

f x c g x c g x c g x



    ------- (57)

and determine the coeffocients 1 2, ,.....c c . If the series (57) converges and represents  f x , it is

called a generalized Fourier series of  f x , and its coefficients are called the Fourier constants of

 f x with respect to that orthogonal set of functions.

To determine these constants, we multiply both sides of (57) by  mg x and integrate over

the interval a x b  on which the functions are orthogonal; assuming that term-by-term integration

is permissible, we obtain

1

b b

m n n m
na a

fg dx c g g dx



 

The integral for which n m is equal to the square of the norm mg , while all the other

integrals are zero because the functions are orthogonal. Thus,

2b

m m m
a

fg dx c g  ------------- (58)

and the desired formula for the Fourier constants is

   2

1 b

m m
a

m

c f x g x dx
g


---- (59)

15.10 Summary of the Lesson :

Starting with periodic functions, trigonometric Fourier series is developed and defined with
Dirichlet's conditions. It is mathematically and graphically explained how far the partial sums and
sum of the series converge to the actual value of the function. For even and odd periodic functions,
compactness in the Fourier series is shown. Euler formulae for Fourier coefficients for the Fourier
expansion of a periodic function with an arbitrary period have been derived. Half-range Fourier
expansions are treated separately.Alternative forms of Fourier series are given. The Fourier integral
as a limit of the sum of Fourier series is derived for non-periodic functions. Ultimately, this leads to
the concept of Fourier transforms. Need based worked out examples are given. Finally the
generalized Fourier series is defined with a stress on the basic concepts of orthogonal functions.
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15.11 Key Terminology :

Periodic functions - Fourier series - Euler coefficients - Fourier series for arbitrary period -
Half range expansions - Periodic extension - Phase angles - complex exponential series - Fourier
integral - Dirichlet's discontinuous factor - Sine integral - Laplace integrals - Orthogonal functions -
generalized Fourier series.

15.12 Self Assessment Questions :

1. Find the Fourier series for the periodic function  f x given by

 
0

0

x
f x

x x

 



    
 

  

Hence prove that

2

2 2 2

1 1 1
....

8 1 3 5


   

(Hint : Sum the series at the discontinuity 0x )

2. Obtain the half-range sine and cosine expansion of

 
2 0 1

2 1 2

t t
f t

t t

 
 

   

3. Given the function  
0 1

0 1 2

t t
f t

t

  
 

  

what is the amplitude of the resultant term of frequency
n

p


where p is half the period of

 f t in its Fourier series. What is the phase of each of these terms relative to cos
n t

p


and

relative to sin
n t

p



4. Find the complex form of the Fourier series of the periodic function   cosf t t
2 2

t
 

  

(Hint : Use the formula cos
2

i ie e 




 )
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5. Using Fourier integral representation, prove that

2
0

cos
0

21
xux

du e x
u




  


6. Find the Fourier integral representation of the functions

 

0 0

1
0

2

0x

x

f x x

e x

 



  


 

verify the representation directly at the point 0x

15.13 Reference Books :

1. E. Kreyszig "Advanced Engineering Mathematics" Wiley Eastern Pvt., Ltd., 1971

2. C.R. Wylie Jr., "Advanced Engineering Mathematics" Wiley international Edition.

3. B.D. Gupta "Mathematical Physics" Vikas Publishing House, 1980.
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Unit - IV

Lesson - 16

FOURIER TRANSFORMS

Objective of the lesson :

* To define infinite Fourier transform pair

* To know the relationship between Fourier and Laplace transforms

* To provide examples for better concepts

* To give the definition of finite Fourier cosine and sine transforms

* To apply the transforms for the solution of partial differential equations.

Structure of the lesson :

16.1 Introduction

16.2 Nomenclature and definition of Fourier transforms

16.3 Relationship between Fourier transform and Laplace transform

16.4 Linearity property

16.5 Scaling property

16.6 Time shifting property

16.7 Frequency shifting property

16.8 Time derivative property

16.9 Frequency derivative property

16.10 Integration property

16.11 Time convolution property

16.12 Frequency convolution property

16.13 Parseval's theorem

16.14 Fourier transform of Dirac delta function

16.15 Examples

16.16 Finite Fourier sine transform of  F x
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16.17 Finite Fourier cosine transform of  F x

16.18 Some operational properties of finite sine and cosine transforms

16.19 Summary of the lesson

16.20 Key Terminology

16.21 Self Assessment Questions

16.22 Reference Books

16.1 Introduction

In the last lesson, Fourier series expansions have been extensively studied which are
appropriate for the analysis of periodic functions. Fourier transforms also perform a similar role in
the analysis of functions which are not necessarily periodic. To be more elaborate, Fourier series
allows a periodic functions to be represented as an infinite sum of harmonic oscillations at definite
frequencies equal to multiples of the fundamental whereas the Fourier transform allows aperiodic
function to be expressed as an integral sum over a continuous range of frequencies. With a suitable
use of Dirac delta functions, the Fourier transform may be used to cover both periodic and aperiodic
functions. The Fourier series then comes to be regarded as a special case of the Fourier transform.

Fourier transform are already introduced in the last lesson by way of Fourier integrals. In
this lesson, importance has been given to Fourier transform (infinite), their properties and the
examples and subsequently to finite Fourier transforms.

16.2 Nomenclature and definition of Fourier transforms :

There is no universally accepted convention governing the definitions of the terms 'Fourier
transform' and 'inverse transform'. We shall adopt the notation below using t and  as the

variables.

    i tf F t e dt






  ---------- (1)

= Fourier transform of  F t

  T F t

   
1

2
i tF t f e d 







  ---------- (2)
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= inverse Fourier transform of  f 

  1T f 

Equations (1) and (2) together, will be called as 'Fourier Transform Pair'

'Fourier transforms' means 'infinite Fourier transforms', also called as 'complex Fourier
transforms' .

For the sake of symmetry, the definition can also be choosen incorporating a factor
1

2

in both transform (1) and inverse transform (2).

Symmetry can also be achieved by substituting 2 

Different kind of definition arises due to some authors by taking the Fourier transform with
a positive exponent while the inverse transform has a negative exponent.

we also define 'Fourier sine transform' or 'infinite sine transform' of  F t as

   
0

sinsf F t t dt 


  ----------------- (3)

  sT F t = Fourier sine transform of  F t

and    
0

2
sinsF t f t d  




  ------------- (4)

  1
s sT f 

= Inverse Fourier sine transform of  sf 

Similarly, the Fourier cosine transforms or infinite Fourier cosine transform of  F t can be

defined as

   
0

coscf F t t dt 


  ------------- (5)

=   cT F t = Fourier cosine transform of  F t .
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and    
0

2
coscF t f t d  




  ------------- (6)

=   1
c cT f 

= Inverse Fourier cosine transform of  cf  .

Here also, for the sake of symmetry some authors may take
2


as the factors for (3) and

(4); and for (5) and (6).

Throughout this lesson, we confine to the definition (1) to (6). Capital letters for the functions
in transforms and lower case letters for inverse transforms will be used.

It is a cautionary note that one should invariably give the type of definition of transform pair
that he is following before attempting any problem on Fourier transforms.

16.3 Relationship between Fourier transform and

Laplace transform :

If we define the function  F t as

    0

0 0

xte G t t
F t

t

 
 

 

then the Fourier transform of  F t is

    iytT F t e F t dt






 

 
0

0

0iyt iyt xte dt e e G t dt


  



  

   
0

x iy t
e G t dt


 

 
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 
0

ste G t dt


  where s x iy 

  L G t

which shows the relationship between Fourier and Laplace transforms.

16.4 Linearity Property :

If 1C and 2C are arbitrary constants, then

          1 2 1 2T C F t C G t C T F t C T G t  

Proof :     1 2T C F t C G t

   1 2
i te C F t C G t dt






    

   1 2
i t i tC F t e dt C G t e dt 

 
 

 

  

     1 2C T F t C T G t 

16.5 Scaling Property (Similarity Theorem) :

If  f  is the Fourier transform of  F t , then
1

f
a a

 
 
 

is the Fourier transform of  F at .

Proof : We know that the definition

    i tT F t e F t dt






 

    i tT F at e F at dt






  

    
i x

a dx
T F at e F x

a


 



  Put at x
dx

dt
a

 
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1
f

a a

 
  

 
by definition.

Note : Corresponding results hold good for sine and cosine transforms.

16.6 Time Shifting Proeprty :

If     F t f  , then     iaT F t a e f  

Proof :     i tT F t a e F t a dt






  

   i x a
e F x dx


 



  Put t a x dt dx   

 ia i xe e F x dx 


 



 

 iae f 

16.7 Frequency Shifting Property :

If     T F t f  , then     0
0

i tT e F t f    ------------- (i)

Proof :     0 0i t i ti tT e F t e e F t dt 






 

   0 .
i t

e F t dt
 

 



 

 0f   

The result (i) of the theorem states that a shift of 0 in the frequency domain is equivalent

to multiplication by 0i te  in the time domain. Or, the multiplication by a factor 0i te  translates the
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whole frequency spectrum  f  by an amount 0 . Hence this tehorem is also known as the

frequency - translation theorem.

In communication systems, this frequency translation is accomplished by multiplying a

signal  F t by a sinusoidal signal, the process being known as modulation. Since a sinusoidal

signal of frequency 0 can be expressed as the sum of exponentials, we have

     0 0
0

1
cos

2

i t i tF t t F t e F t e    
 

Then using frequency - shifting property (i),

We have

      0 0 0
1

cos
2

T F t t f f          ---------- (ii)

Similarly,

      0 0 0sin
2

i
T F t t f f          ------------ (iii)

Thus the process of modulation translates the frequency spectrum by the amount of 0 .

This result is also known as 'modulation theorem'.

16.8 Time derivative property :

If     T F t f  , then         nn
T F t i f  provided  F t and its derivatives of

all orders tend to zero as t  .

Proof : We have     T F t f 

    i tT F t e F t dt






   

   i t i te F t i F t e dt 


 

 

  

 i f  since  F t vanishes as t
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    i tT F t e F t dt






  

     i t i te F t i F t e dt 


 

 

   

  0 i T F t   as   0F t  at t 

   2
i f 

        nn
T F t i f  

16.9 Frequency derivative property :

If     f T F t  then         nn
f T it F t  

Proof : Given that     f T F t 

 i te F t dt






 

So
 

 i tdf d
e F t dt

d d


 






 

 i td
e F t dt

d









 

   i te it F t dt






 

    T it F t 

        d d
f f T it F t

d d
 

 
   
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   i td
e it F t dt

d









 

   2 i tit e F t dt






 

    2
T it F t 


      nn

f T it F t   .

16.10 Integration Property :

If      ,T F t f  then    
1t

T F d f
i

  


  
 

  
.

Proof : Let    
t

G t F d 


     G t F t 

So     T G t i g   by time derivative property..

or          
1 1 1

g T G t T F t f
i i i

 
  

  

or    
1t

T F d f
i

  


  
 

  

16.11 Time Convolution Property :

Given two functions  1F t and  2F t , the formation of the integral

     1 2F t F F t d  




 

   *
1 2F t F t
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is called the convolution integral of the two functions  1F t and  2F t

Time convolution property says that

        *
1 2 1 2T F t F t f f 

Proof :     *
1 2T F t F t

   1 2
i te F F t d dt   

 


 

 
   

 

   1 2
i tF e F t dt d  

 


 

 
   

 

     1 2
i x

F e F x dx d
 

 
 

 

 

 
   

 
by putting t x 

   1 2
i i xe F d e F x dx  

 
 

 

   
     
   

   1 2f f 

16.12 Frequency convolution property :

If      ,T F t f  then         *
1 2 1 2

1

2
T F t F t f f 




Proof :    *
1 2

1

2
f f 



   1 2
1

2
f f d   







  (by convolution definition)
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     1 2
1

2

i t
f e F t dt d

 
 



 
 

 

 
   

 
(by transform definition)

   1 2
1

2
i t i tf e e F t dt d  



 


 

  

   1 2
1

2
i t i te f e d F t dt  



 


 

 
   

 

   1 2
i te F t F t dt






  (by inverse transform definition)

    1 2T F t F t

16.13 Parseval's Theorem :

If     T F t f  , then    
2 2

-

2f d F t dt  
 

 

 

OR

The squared modulus of a function and the squared modulus of its transform have

proportional areas. In particular, if  is replaced by 2 , then    
2 2

F d F t dt 
 

 

  .

Practically speaking, if each integral represents the energy associated with some process,
the theorem says that the computation may be made in either the domain of the function or the
domain of its transform.

Proof : We have the definition as

      i tf T F t e F t dt






  

and    
1

2
i tF t e f d  








 
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Let  F t and  G t are two functions (may be complex) whose Fourier transforms are

 f  and  g  , then

       
*

* i tf g d f G t e dt d    
  



  

 
   

 

   * i tG t f e d dt 
 

 

 
   

 

   * 2G t F t dt



 from the inverse transform

   *2 F t G t dt




 

In particular, if    F t G t , then

   
2 2

2f d F t dt  
 

 

 

which is the required Parseval's theorem.

16.14 Fourier transform of Dirac delta Function :

We know one of the properties of Dirac delta functions  t a  as

     F t t a dt F a




 

Now the Fourier transform of  t a  is

    i tT t a e t a dt 






  

i ae  (delta function property)

In particular, if 0a  , then

   1T t 
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16.15 Examples :

(1) Find the Fourier transform of  F t defined by  
1

0

t a
F t

t a

 
 

 
and hence evaluate

(i)
sin cosa t

d
 







 , (ii)

0

sin
d










Solution : As per the definition of transform,

      i tT F t e F t dt f 






 

0 1. .0
a a

i t i t i t

a a

e dt e dt e dt  
 

  

 

    

1
a

i ta
i t i a i a

a a

e
e dt e e

i i


  

 


 

 

       

=  
2

sin a f 




   1 1 2. sin

2
i t a

F t T f e d 
 

 


 



     

or  
sin i ta

e d F t
 









(i.e.)  
sin

cos sin
0

t aa
t i t d

t a


  







 
  

 

sin sin
cos sin

0

t aa a
t d i t d

t a

 
   

 

 

 

 
   

 

Equating real parts on both sides
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sin
cos

0

t aa
t d

t a


 







 
 

 
---------- (i)

If 0t  and 1a  , in the above integral

sin
d


 







 a t a   becomes 1 1t   in which 0t  lies.

or
0

sin

2
d

 





 ---------- (ii)

(2) Find the Fourier transform of  
21 1

0 1

t t
F t

t

 



and hence evaluate 3

0

cos sin
cos

2

t t t t
dt

t

 


Solution : The Fourier transform of  F t is given by

      i tf T F t e F t dt






  

and its inverse is

      1 1

2
i tF t T f e f d  




 



  

Now the given problem becomes

   
1 1

2

1 1

0 1 0i t i t i tf e dt t e dt e dt  
 

  

 

     

 
1

2

1

1 i tt e dt



 

   
 

1
1

2

11

1 2
i t i te e

t t dt
i i

 

 

 



   
 
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1
1

11

2
0 . 1

i t i ti e e
t dt

i i

 

  

 



   
     

     

1

1

2 1i i i ti e e e

i i i i

  

    

  



   
     

     

   2 3

2 2i i i ii
e e e e   

 

    

2 3

4 4
cos sin 

 
 

    3

4
sin cos T F t  


  

     1
3

1 4
sin cos

2
i tF t T f e d    

 






   

or    
3

2 sin cos
cos sint i t d F t

  
  

 






 

Equating real parts on both sides

   2

3

1 1sin cos
cos 2

2
0 1

t t
t d F t

t


   

 







  

  
 

Putting
1

2
t  which lies in the interval  1,1 ,

we get 3

sin cos 3
cos

2 8
d

    










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3
0

sin cos 3
2 cos

2 8
d

    




 


or 3
0

sin cos 3
cos

2 16
d

    




 


(3) Obtain the Fourier transform of  
2

2
t

F t e


 (Gaussian)

Solution : As per the definition,

    
2

2 .
t

i tf T F t e e dt
 





  

   
2 2 22

2 2 2

t i t t i

e dt e e dt

     
  

 

  

 22

2 2

t i

e e dt

  




  Put 2
2

t i
x dt dx


  

2

2
22 xe e dx








 

2 2

2
2 2 1

2 2 2 2 .
2

xe e dx e

 
 





 

2 2

2 22 2 2
2

e e
 


 

  (Gaussian)

Note : This problem can also be asked as "show that the Fourier transform of a Gaussian function is
again a Gausian function".
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(4) Find the complex Fourier transform of t
e


Solution :      ti tf T F t e e dt






  

   0

0

t ti t i te e dt e e dt 


    



  

 1

0 0

i ti t te e dt e dt


 
   

   1 1

0 0

i t i t
e dt e dt

  
   

  

1 1

1 1i i 
 

  using  1L

2

2

1 




(5) Find the inverse Fourier transform of   k
f e





 where k belongs to  ,  .

Solution : Given that  
 

 

0

0

k

k

e
f

e










 

 

 
 

 

     1 1

2
i tT f F t e f d  








   

0

0

1 1

2 2
i t k i ke e d e e d    

 






  

=
   

0 0

1 1

2 2

k it k it
e d e d

 
 

 

 
   

 

1 1 1

2 k it k it

 
  

  
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2 2 2 2

1 2

2

k k

k t k t 


 

 

(6) Find the sine and cosine transform of   5 22 5t tF t e e  

Solution : According to the definitions of cosine and sine transforms, we have

      5 2

0

2 5 cost t
c cf T F t e e t dt 


    --------- (i)

and       5 2

0

2 5 sint t
s sf T F t e e t dt 


    ---------- (ii)

Equation (i) and (ii) are respectively the real and imaginary parts of the integral

 5 2

0

2 5t t i te e e dt


 

Now      5 25 2

0 0

2 5 2 5
i t i tt t i te e e dt e e dt
 

 
            

2 5

5 2i i 
 

  from  1L

   
2 2 2 2 2 2

2 5 5 2 1 1 2 5
10

25 4 25 4 25 4

i i
i

   

     

    
        

           

Thus    5 2
2 2

0

1 1
2 5 cos 10

25 4

t t
ce e t dt f 

 


   

        
-------- (i)

and    5 2
2 2

0

2 5
2 5 sin

25 4

t t
se e t dt f

s

 
 




   

        
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(7) Solve for  F t the integral equation

 
0

1 0 1

sin 2 1 2

0 2

F t t dt



 




  


   

 

Solution : The LHS integral of the problem is the sine transform of  F t i.e.,  sf  .

So  sf  =

1 0 1

2 1 2

0 2







  


  
 

is given

we have to find the inverse of  sf  as  F t

So      1

0

2
sins s sF t T f f t d   




      -------- (4)

1 2

0 1

2 2
1.sin 2sint d t d   

 
  

1 2

0 1

2 cos 4 cost t

t t 

 

  

   
        

   
2 4

cos 1 cos 2 cost t t
t t 

   

 
2

1 cos 2cos 2t t
t

  

(8) Find the Fourier cosine transform of
2te (Gaussian)

Solution : According to the definition

      
0

cosc cf T F t F t t dt 


  
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2

0

coste t dt I


  (say)

2 2

0 0

1
sin 2 sin .

2
t tdI

te t dt t e t dt
d

 


 
       

Integrating by parts, we get

2 2

0 0

1
sin . cos

2
t tdI

t e e t dt
d

  


 
 

          

2

0

cos
2 2

te t dt I
 




  

or
1

2

dI
d

I
  

Integrating,
2

log log
4

I k


  

or
2

4I k e




when 0,  then
2 2

0 0

cos 0
2

t tI e dt e dt
 

    

 .1
2

k


 or
2

k




so

2

4
2

I e
 

 (Gaussian)

(i.e.) The result is similar to the Example (3).
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16.16 Finite Fourier Sine transform of F(x) :

The finite Fourier sine transform of  F x 0 0 x c  is defined by

      
0

sin
c

c

s s
n x

T F x f n F x dx


   ------ (7)

Where n is a positive integer..

Then the inverse finite Fourier sine transform of  sf n (i.e.)  F x is given by

      1

1

2
sins s s

n

n x
T f n F x f n

c c





   -------- (8)

For example, if we consider   1F x  in the interval 0 x   , then

 
0

1.sins
n x

f n dx
 


  from (7)

 

0

1 1
sin

n

nx dx
n

  
   1,2,....n

If  sf n for all n is substituted in (8) and sum the series we are supposed to get  F x as

1. (i.e.) There is only one function with a given transform or the inverse transform is unique.

Considering another example    0F x x x    , we have

 
 

 
1

0

1
sin 1,2,....

n

sf n x nx dx n
n

 



   . To find the inverse of this, substitute  sf n with

various values of n in equation (8) and that series should give us the value of  F x to be .x

16.17 Finite Fourier Cousine Transform of F(x) :

The finite Fourier cosine transform of  F x in the interval 0 x c  is defined by

      
0

cos
c

c

c c
n x

T F x f n F x dx


   ------ (9)
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where n is a positive integer..

Then the inverse finite Fourier cosine transform of  cf n (i.e.)  F x is given by

        1

1

1 2
0 cosc c c c

n

n x
T f n F x f f n

c c c





    ------- (10)

Both the formulae (8) and (10) can easily be understood from the Fourier series.

considering an example   1F x  in the interval 0 x   . We can have

 
0 0

cos cos πc
n x

f n dx n x dx
 


  

0

sin
0

n x

n





  for n = 1, 2, ....

But  0cf  . So finally  
0 1, 2,....

0

n
f n

n

 
 

 

After substituting this in (10), it is obvious that

 
1

1F x 


 

Note : It is to be observed that through the functions  F x are simple, their finite Fourier sine or

cosine transforms involve complexities.

16.18 Some operational properties of finite sine and

cosine transforms :

(i) Sine transform of  F x in 0 x c  is given by

    
0

sin
c

s
n x

T F x F x dx
c


  

   
00

cos
sin

c cn x n x n
F x F x dx

c c c

  
  
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    0 c c
n n

f n T F x
c c

 
    ------------- (11)

(ii) If    
0

x
F x H d   , then the above property (i) takes the form as

    
0

x

s c
n

T H x T H d
c


 

  
   

  
---------- (12)

(iii) Sine transform of   0F x x c   is given by     
0

sin
c

s
n x

T F x F x dx
c


  

   
00

sin cos
c c

c cn x n x n
F x F x dx

c

  
   

 
0

cos
cn n x

F x dx
c c

 
 

   
00

cos sin
c cn n x n x n

F x F x dx
c c c c

    
   
  

       1 0
n

s
n n

F c F f n
c c

  
    

 

       
2

0 1
n

s
n n

f n F F c
c c

            
------------ (13)

(9) If the Fourier sine transform of  F x is

 
2 2

1 cos
s

n
f n

n






  1,2,....n

determine  F x in the interval of 0 x  

Solution : We know the inverse sine transform as



FOURIER TRANSFORMS24M.Sc. PHYSICS

   
1

2
sins

n

n x
F x f n

c c




  ------------ (8)

 
1

2
sin

π
s

n

n x
f n








  in the present problem

2 2
1

2 1 cos
sin

n

n
nx

n



 






 

3 2
1

2 1 cos
sin

n

n
nx

n










 

which is the required result.

(10) Determine the function  ,F x y such that

2 2

2 2
0

F F

x y

 
 

 
0 x  

with the boundary condition

F = 0 when 0,x 

= 0 when 0y 

= 0F (constant) when y 

Solution : Since the interval is finite, let us use finite Fourier sine transform on both sides of the
differential equation. Then

    0s xx s yyT F T F  ---------- (14)

According to equation (13), in the interval 0 x        2 0 0s xx sT F n f n n   

using boundary conditions  2
sn f n

 14 becomes  
2

2
2

0

sin 0s
F

n f n nx dx
y

 
  



or    
2

2
2

0

, sin sF x y nx dx n f n
y

 
 

  
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(i.e.)
 

 
2

2
2

s
s

f n
n f n

y






Its general solution is

   sinhsf n A ny --------- (15)

At ,y     
0

, sinsf n F x y nx dx


 

0
0

sinF nx dx


 

0
0

cos nx
F

n






= 0 when n is even

02F

n
 when n is odd.

So, when n is odd, at y  , (15) becomes

 02
sin

F
A h n

n
   

02 1

sin

F
A

n h n
 

 (15) takes the form

 
 
 

0 sin2

sin
s

h nyF
f n

n h n
 when n is odd.

Hence the inversion formula (8) will give on replacing n by 2 1m .

 
 
 

 0

0

sin 2 14 1
, sin 2 1

2 1 sinh 2 1m

h m yF
F x y m x

m m 






  

 

which is the required result.
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(11) Solve

2

2

u u

t x

 


 
with the boundary conditions.

     0, 0, , 0, ,0 2U t U t U x x   when 0 , 0x t   .

Give physical interpretation of the problem.

Solution : Taking the finite Fourier sine transform on both sides of the differential equation,

We have    ,

0 0

, sin sin
xx

x t
tU x t nx dx U nx dx

 
  ----------- (16)

Applying equation (13) for the interval  0, to the RHS of (16), we get

LHS =
 

 
0 0

u ,
sin , sin

t

x t
x dx U x t x dx

t

   
  

   

 2 ,sn u n t (from RHS using the boundary condition)

or    2, ,s su n t n u n t
t






Integrating w.r.t. t , we have

 
2

, n t
su n t Ae ------ (17) Where the constant A is to be determined

or  
2

0

,0 sin n tU x nx dx Ae




At 0,t    0

0

, 0 sinU x nx dx A e




using the boundary condition that  ,0 2U x x

we have
0

2 sinx nx dx A



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or
 

00

cos cos
2 2

x

nx nx
A x dx

n n

 




  

2π
cos n

n


 17 becomes  
22 2

, cos n t
su n t n e

n n

 
 

  

Applying the invension formula for finite Fourier sine transform, we have

 
2

1

2 2
, cos sinn t

n
U x t n e nx

n











 
   

 

For physical interpretation,  ,U x t may be regarded as representing temperature of a

solid at any point x at an instant of time t in a solid bounded by the planes 0x and x  . The

boundary conditions  0, 0U t  and  , 0U t  give the zero temperature at the end points of the

solid.  ,0 2U x x represents the initial temperature which is again a function of x .

16.19 Summary of the Lesson :

Definitions of infinite Fourier transforms with different nomenuclatures are given, several
properties have been explained with sufficient details whenever needed. Convolution integral over

a different integral  to  is defined and accordingly convolution theorem is proved several

examples on inifinite Fourier transfers, inifinite Fourier cosine and sine transforms are worked.
While dealing with infinite Fourier cosine and sine transforms, generally it is convinient to make use
of the concepts of Laplace transforms.

Definition of finite Fourier cosine and sine trasnsforms and their inverses are introduced.
Some of the operational properties are given. It is seen that even for much simpler functions, the
finite Fourier cosine and sine transforms are unwieldy and in many instances. The inverse is given
in terms of series. Many of the partial differential equations with boundary value problems are
solved using the finite transform.

16.20 Key Terminology :

Transform pair - modulation theorem - convolution integral - Parseval's theorem - Dirac
Delta functions - Gaussian functions - Finite transforms - Operational Properties.
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16.21 Self Assessment Questions :

1. Find the complex Fourier transform of   a x
F x e


 where 0a  and x belongs to  ,  .

2. Obtain the infinite Fourier transform of   0

0 0

i xe x b
F x

x

  
 

 

3. Find the Fourier transform of the step function  
2

2

c x c
F x

x cc

    
 

 
Interpret the

result. When c is zero.

4. Solve the integral equation  
0

cosf x x dx e 




5. Find the sine transform of
axe

x



6. Find the cosine transform of n att e

7. Obtain the finite Fourier sine and cosine transforms of   2F x x on  0,c .

8. If the finite Fourier sine transform of  F x is  
2 2

1 cos
s

n
f n

n






 determine  F x is 0 x  

9. Solve the Laplace equation of  ,F x y over the interval  0, with the boundary conditions

     0, , 0; ,0 0F y F y F x   and  ,F x k  (constant).

10. Find the finite Fourier sine and cosine transforms of
 2

2

,U x t

x




for 0 x c  and 0t  .
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